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Figure 1: Group photo of UAII 2022 participants during the field campaign phase. See Appendix P for the list of persons involved.




FOREWORD

The WMO Technical Commission for Observation, Infrastructure and Information Systems (INF-
COM), through its Standing Committee on Measurement, Instrumentation and Traceability (SC-
MINT), coordinates intercomparisons that enable to characterize the quality of measurements
from various observing systems.

Upper-air measurements are very important for a number of application areas and are core to
the WMO Global Basic Observing Network. A significant part of these observations is provided by
radiosonde systems which represent large operational costs for WMO Members. WMO Members
need information on the performance of those systems, and of alternative approaches to meet
their requirements. They also need information on approaches that could help them improve the
environmental sustainability of their overall observing systems.

WMO upper-air instrument intercomparisons have had a long history (UK 1984, USA 1985, the
former USSR 1989, Japan 1993, USA/Russian Federation 1995-7, Brazil 2001, Mauritius Island
2005, China, 2010 and now Germany 2022) and were conducted on a more or less regular basis.
This intercomparison was conducted after an unusually long time since the last intercomparison,
partly because of the COVID pandemic.

The aim of this intercomparison was to test the performance of operational radiosonde systems
and to provide guidance on their performance, as well as to evaluate the current capabilities
of a number of other observing systems (remote-sensing instruments in particular), in a robust
manner, which was extremely ambitions.

The intercomparison was conducted in an innovative manner. It allied a laboratory and a field
phase. Independent operators where in charge of operating the radiosonde systems during the
field phase. The data evaluation was conducted in a robust manner, making use of GCOS Ref-
erence Upper-Air Network (GRUAN) data products that have well characterized uncertainties as
reference, and assessing whether the different systems are meeting the user requirements that
are provided in the OSCAR/Surface database for a several application areas. Furthermore, the
data evaluation methodology and software are fully documented publicly available which ensures
transparency on the approach that was used, and can facilitate the organization of follow-up
intercomparisons.

This report includes a wealth of information. It will help WMO Members in selecting observing
systems that meet their requirements. Readers are encouraged to familiarize themselves with
the report overall rather than to draw conclusions only from the summary tables, which represent
only part of the outcomes.

This intercomparison also proved to be a valuable capacity development activity as the indepen-
dent radiosonde operators had the opportunity to gain knowledge on different systems, and on
the conduct of a radiosonde intercomparison which is a rare opportunity.

I wish to express my sincere thanks to MeteoSwiss and Deutscher Wetterdienst for taking the
lead in organizing and conducting this intercomparison, which represents a large commitment
in terms of both human and financial resources. I would also like to thank more personally the
project Co-Leads, Ruud Dirksen and Alexander Haefele and their teams for conducting the project
in such a smooth manner and for the professionalism of the analysis and of the report, and the
expert of the SC-MINT Task Team on Upper-Air Instrument Intercomparison for their contribution
to the planning and support of the intercomparison. I would also like to thank the independent
operators for their contribution to the project and the management of the National Meteorological




and Hydrological Services from which they come for their support to their participation in the
campaign. Finally, I would like to thank all the manufacturers who participated in this campaign,
for their trust and collaborative contribution to the success of this project.

The quality of the data has always been critical, and as we move into an increasingly data driven
world, feeding machine learning and Al approaches, the quality of the data will remain a priority.
I trust that this report will be extremely useful not only to many WMO Members, but also to the
manufacturers to further improve their systems. It also points out a number of activities that will
have to be considered by INFCOM in the future.

Finally, I would like to encourage the research community, or any interested expert, to make
further use of the intercomparison dataset from which lots of additional knowledge could be
drawn.

Michel Jean

President of the Infrastructure Commission
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ABSTRACT

Upper air instrument intercomparisons (Upper-Air Instrument Intercomparison) are important to
periodically assess the performance of upper air measurement systems, in particular radiosondes,
and to support WMO Members in the design of their upper air networks. The focus of the WMO
Upper-Air Instrument Intercomparison 2022 (UAII 2022) was set on upper air systems with
operational maturity. These are ideally used by national meteorological services to send data
to the Global Telecommunication System (GTS). The UAII 2022 took a new approach to such
intercomparisons to obtain results of best possible general validity:

1. Alaboratory campaign for radiosondes complemented the field campaign and provided valu-
able insight in the behaviour of radiosondes under laboratory conditions;

2. The use of a well characterised working measurement standard based on GCOS Reference
Upper Air Network (GRUAN) data products and a fully documented and objective data anal-
ysis yields transparent and traceable results;

3. Independent operators for the radiosondes make the results representative for operational
use and allowed the assessment of user friendliness as an added value;

4. Besides radiosondes, UAII 2022 includes a suite of surface based remote sensing upper air
systems to give a more complete picture of the performance of upper air systems.

Radiosonde models from manufacturers based in China (2), Finland (1), France (1), Germany (1),
India (2), Japan (1), South Africa (1), and Republic of Korea (1) participated in the UAII 2022.
The participating radiosonde models represent almost half of the radiosonde data exchanged on
the GTS at the time of writing. Due to the conflict between the Russian Federation and Ukraine,
no manufacturers from the Russian Federation participated in the intercomparison.

Upper-Air Instrument Intercomparison 2022 was co-hosted by Deutscher Wetterdienst (Deutscher
Wetterdienst) and MeteoSwiss (MeteoSwiss), with DWD’s Lindenberg Meteorological Observatory
as campaign site. The field campaign was performed during a mid-latitude summer offering an
atmospheric temperature range of —65°C to 33°C. The main dataset (on which the conclu-
sions are based) consists of data collected from a total of 79 balloon soundings during the field
campaign. Taking into account the measurement uncertainty of the working measurement stan-
dard, the upper air systems are evaluated against the uncertainty requirements defined in WMQO'’s
OSCAR database for various application areas. This approach yields a detailed assessment of the
performance of the different systems and is of added value to WMO Members.

For numerical weather prediction and related applications, very good performance is observed for
temperature and wind: most systems meet the respective breakthrough requirements. Good per-
formance is observed for humidity: most systems meet the respective threshold requirements.
OSCAR requirements for climate applications are the most stringent ones and are challenging to
meet. This particularly applies to humidity measurements, where there is a large gap between
current systems’ capabilities and the OSCAR requirements.

Despite a careful analysis methodology, the readers of this report should be aware of the lim-
itations of the presented results. The GRUAN data products are objectively a good choice for
the working measurement standard, in particular because their measurement uncertainties are
well characterised. And although they are the community’s best-effort for providing reference
observations, they are not guaranteed to represent the absolute truth. Furthermore, although
the field campaign allowed the sampling of a wide range of atmospheric temperatures, it did not
cover the more extreme atmospheric conditions found in tropical or polar regions.

Vii



viii



TABLE OF CONTENTS

TABLE OF CONTENTS

I WMO'’s 2022 Upper-Air Instrument Intercomparison 1

1 Introduction 3

1.1 Purpose of the campaign . . . . . . . . . . . . . . e 3

1.2 Novelties with respect to previous campaigns . . . . . . ... ... ... ... 4

1.3 Organisation . . . . . . . . . . e e e 6

1.3.1 Governanceandtimeline . .. ... .. ... ... . ... .. 6

1.3.2 DWD-MCH cooperation . . . . . . . . . . . e e e e e 6

1.3.3 UAII Project and Task Team memberships . . . . . . .. ... .. ... 7

1.3.4 Participantselection. . . . ... ... ... ... . . ... . . .. 7

1.4 Covid-19 . . . . . e e e e e e e e 8

1.5 Conventions . . . . . . . . e e e e e e e e e e 9

1.6 The UAII 2022 Supplementary Material . . . . . . .. ... ... ... ..... 10

2 Layout of campaign 11

2.1 Laboratory experiments. . . . . . . . . . . . e 11

2.2 Field campaign . . . . . . . L e e e e e e e 13

2.3 Datapolicy . . . . . . e e e e e e 14

3 Participating radiosonde systems 15

3.1 ATMS-3710 from Azista Industries Pvt. Ltd. . ... ... ... ... .. .... 18

3.2 CF-06-AH from Aerospace Newsky Technology Co., Ltd. . . ... ... .. .. 19

3.3 DFM-17 from Graw Radiosondes GmbH & Co. KG . . ... ... ... ..... 20
3.4 HT-GTS(U)2-1 from Tianjin Huayuntianyi Special Meteorological Sounding

Tech. Co., Ltd. . . . . . o e e e e e e e e e e e e e 21

3.5 iMet-54 from Diel Met Systems (Pty) Ltd. trading as InterMet . . . . . .. .. 22

3.6 iMS-100 from Meisei ElectricCo., Ltd. . . . . . . . . . . . . . . o v o 23

3.7 M20 from Meteomodem . . . . . . . . ... e e e e 24
3.8 PS-B3 from Vikram Sarabhai Space Center, Indian Space Research Organi-

sation . . . . L e e e e e e e e e e e e 25

3.9 RS41-SGfromVaisalaOyj . . . . . . . . . i i e 26

3.10 WxR-301D from Weathex . . . . . . . . . . . . i e e e 27

4 Implementation of the campaign 29

4.1 Local site - the Lindenberg Meteorological Observatory . . . ... ... ... 29

4.1.1 The observatory — general overview . ... .. ... ... ....... 29

4.1.2 Geographical location and local climatology . . . ... ... .. .... 29

4.1.3 Sitedescription . . . . . . . e e e e 30

4.1.4 Laboratories . . . . . . . . . e e e e e 32

4.1.5 Balloon hangar . . . . . . . . . . . e e e e 33

4.1.6 Antenna array . . . . . . . e e e e e e e e e e e e e e 35

4.1.7 Launchsite. . . . . . . . . e e 35

4.1.8 Surface observations . . . . . . . . ... e 36

4.2 Laboratory strategy andschedule . . . . ... ... ... ... .. ... ... 36

4.2.1 Strategy . . . . . . e e e 36

4.2.2 Schedule . . . . . . . e e 38

4.3 Sounding strategy and schedule . . . . . . .. ... . ... . ..o, 39

4.3.1 Independentoperators . . . . . . . . . . .. 39

4.3.2 Sounding strategy and rig configuration . . . . ... .. ... ... .. 40

4.3.3 Launchschedule. . . .. ... .. . .. . . ... i 42

4.3.4 Summary of rig construction. . . . ... ... ... ... . ... ... 44

4.3.5 Standard rig configuration . . . . . . .. ... e 45

4.3.6 Frequency allocation . . . . . . . . . . . .. .. . e 46

4.3.7 Main steps in conducting a sounding during the campaign . . . . . . . 47




4.3.8 Manufacturer independent ground check in Standard Humidity Cham-

ber (SHC) . . . . . . . . e e e 48
4.3.9 Selection of the GRUAN Data Products (GDPs) . ... ......... 49
4.3.10 GRUAN Data Product (GDP) soundings . . . . . .. ... ... ..... 49
4.3.11 Reference measurement of stratospheric humidity (CFH) . . . .. .. 51
4.3.12 Data handling and campaign progress monitoring . . ... ... ... 52
4.4 Remote sensing systems . . . . . . . .. e e 53
II Laboratory campaign 57
5 Humidity sensor performance at room conditions (LABH) 59
5.1 Introduction . . . . . . . . . @ . . e e e e 59
5.2 Experimentalsetup . .. ... . . . . . .. e e 60
5.2.1 Calibration of the reference temperature sensors . . . . . ... .. .. 61
5.2.2 Establishing reference levels for relative humidity with SHC . . . . . . 62
5.3 Measurementsandresults . . ... . . . ... ... L e 62
5.3.1 Measurementplan . ... ... ... ... 62
5.3.2 Analysis . . . . . . e e e e e e e e 64
5.3.3 Relative Humidity . . . . . . ... ... ... . .. . . . 66
5.3.4 Temperature . . . . . . . . . e e e e e e 71
5.4 Conclusions . . . . . . 0 i i e e e e e e e e e e e 73
6 Humidity and temperature sensor performance at low temperature 75
6.1 Introduction . . . . . . . . . . e e e e 75
6.1.1 Timelagmeasurement . . . . . . . . . . . . i 76
6.1.2 Low temperature calibration assessment . . . . . ... ... ... ... 77
6.2 Experimentalsetup . . ... .. . . . . . ... e 77
6.3 MeasurementsandResults . . . . . ... .. ... ... L. 79
6.3.1 Quantification of humidity sensor response time (TLAG) . . . . . . .. 79

6.3.2 Assessment of temperature sensor calibration at low temperature
(LOWT) . . o e e e s e e e e e e e e 85
7 Radiation sensitivity of air temperature measurement (RADI) 89
7.1 Introduction . . . . . . . . . e e e e e e 89
7.2 Experimentalsetup . . .. . .. . . . . ... e 90
7.3 MeasurementsandResults . . . . . ... ... ... ... oo 91
7.3.1 Measuring programme . . . . . . i i et e e e e e e e e e e e e 91
7.3.2 Measurements . . . . . . e e e e e e e e e e e e e 92
7.3.3 Dataevaluation . . . .. . . . . ... 93
7.3.4 Results . . . . . . e e e e 94
III Field Campaign 99
8 Flight statistics 101
8.1 OVerVieW . . . o o e e e e e e e e e e e e e e e e e e 101
8.2 Selection of valid flights and profiles . . . . .. ... ... ... ........ 106
8.2.1 Attempted ascentswithnodata. . ... ... ... ........... 108
8.2.2 Ascents with insufficientdata . ... ................... 108
8.2.3 Profileswithinvaliddata . . ... ... .................. 108
8.2.4 Operational mishaps . . . . . .. ... ... . .. 000, 108
8.2.5 Early start detections and erroneous geopotential heights . . . . . . . 109
8.3 Data availability statistics . . . . . . . .. ... ... 109
8.3.1 Radiosondes . . . . . . . . e e e e e 109
8.3.2 GNSS IWV . . . e e e e e 111
8.3.3 Satellite overpasses . . . . . . . . e e e 111




TABLE OF CONTENTS

9 Data analysis methodology 113
0.1 SCOPE . . . e e e e e e e e e e e e e 113
9.1.1 Geophysicalvariables . . . . . . .. .. .. ... . . ... 113
9.1.2 Flight categories . . . . . . . . . e e e e 113
9.1.3 Atmosphericlayers . . . . . . . . . . . e e 114

9.2 The combined working measurementstandards . . . . . .. ... ....... 116
9.3 Assessing upper-air instrument performances with respect to OSCAR . ... 118
9.3.1 ORUCs: definition and selection . . . . . ... .. ... ... ...... 118
9.3.2 The ORUC assessment function . . . .. ... ... ... ........ 121

9.4 dvas: the analysis software for the UAIT 2022 . . .. ... ... ... ..... 123
9.4.1 Thedvasdiagrams . . . . . . . . . i v i i i e e e e 123
9.4.2 The dvas NetCDF datafiles . . ... ... ... ... ... ........ 123

9.5 Radiosondes . . . . . . . e e e e e e e e e 125
9.5.1 TheGDPdatafiles . . . . .. . . . . . . . . . i 125
9.5.2 TheMDPdatafiles . . . . . . . .. . . . . .. i 125
9.5.3 Profile synchronisation . . . . ... .. ... ... ... .. ... ... 127

9.6 Remote sensing observations . ... ... ... ... 0000, 129
9.6.1 Lindenberg Remote Sensing Suite (LRSS): principles and limitations 129
9.6.2 Profile synchronisation . . . . . . . . ... ... . .. . . .00 131
9.6.3 The Remote Sensing Data Product (RSDP) datafiles . ... ... ... 131
9.6.4 Software analysis for the REMote sensing Intercomparison (REMI) . . 132
9.6.5 Limitations of the REMote sensing Intercomparison (REMI) . . .. .. 132

10 Results 135
10.1 Radiosondes . . . . . . . . i e e e e e e e 135
10.1.1 UTC measurementtimes . . . . . . . . . . . . i i it it 135
10.1.2 Launch detection . . . . . . . . . . . . . e 136
10.1.3 Missing data . . . . . . . . . . e e e e 137
10.1.4 BUFR files . . . . . . . e e e e e 138
10.1.5 ORUC assessment profiles A . . . . . . . . . . . . . .. 143
10.1.6 Twin soundingsS . . . . . . o . i e e e e e e e 161
10.1.7 Cloud exits . . . . . . v v i e e e e e e e e e e 169
10.1.8 In-clouds behaviours . . . . . . . . . . . e e 171
10.1.9 Model-specific observations . . . . . . .. ... . ... 0000 173

10.2 Remote sensing . . . . . . . e e e e e e e e e e 177
10.2.1 Missingdata . . . . . . . . . . . .. 177
10.2.2 ORUC assessment functions (A) . . . . . . . . i i i i v v v v v 178
10.2.3 Instrument-specific observations . . . . ... .. ... ... ... ... 178

IV Outcomes 187
11 Discussion 189
11.1 Radiosondes . . . . . . . . i i i i e e e e e e 189
11.1.1 Fitness-for-purpose with respect to OSCAR . . . . .. ... ... ... 189
11.1.2 User friendliness . . . . . . . . . . 0 i i i i e e e 198
11.1.3 Forcing of relative humidity measurements in the stratosphere . . . . 201

11.2 Remote sensing observations . . . . . . .. . . . .. 0 00 202
11.2.1 Limitations of the REMote sensing Intercomparison (REMI) . . . . .. 202
11.2.2 Fitness-for-purpose with respect to OSCAR . . . ... ... .. .... 202
11.2.3 Added value of remote sensing measurements . ... ... .. .... 209

12 Conclusions 215
12.1 Summary of the results and recommendations . . ... ... ......... 215
12.1.1 Radiosondes . . . . . . . . . i e e e e e 215
12.1.2 Remote sensing . . . . . . . . i i e e e e e e e e e e e e e 217
12.1.3 Otherresults . . . . . . . . . . . e e 217

12.2 Lessons learned for future UAIIS . . . . . . . . . . . . i v v i i e e 218

Xi



Appendix 221

A Selection rules for participants 223
A.1 Questionnaire for manufacturers. . . . . . . . . . e e 223
B UAII 2022 Confidentiality and Code of Conduct 225
B.1 Confidentiality agreement . . . . . . . . . . . . e 225
B.2 Codeofconduct . . ... . . .. . . . .. e e e 226
C UAII 2022 Data Policy 227
C.1 Definitions . . . . . . e e e e e e e e e e 227
C.2 Principles . . . . . o e e e e e e e 227
D UAII 2022 Data Formats 229
D.1 OVerVieWw . . . . i e e e e e e e e e e e e e e e e e e 229
D.2 Special UAII 2022 ASCII text fileformats . . ... ... .. ... .. ..... 229
D.2.1 Base format of UAII 2022 ASCII textfiles . ... ... ... ... ... 229
D.2.2 Data variables and meta data of UAII 2022 ASCII text files . . . . .. 230
D.2.3 UAII 2022 ASCII Text Soundingfile . . . . .. ... .. ... ... ... 233
D.2.4 UAII 2022 ASCII Text Laboratory file . . . . ... ... ... ... ... 234
D.3 WMO BUFRfiles . . . . . . . i e e s e e e e e e e e e e 236
D.4 Original Sounding Archive Files (often proprietary) . . . . ... ... ... .. 236
E Templates of protocols used in the UAII 2022 237
F Supplement to implementation of the campaign 239
F.1 Supplement to description of observatory . . .. ... ... ... ....... 239
F.1.1 Aerological observation and testingsite . ... ............. 239
F.1.2 GRUANLeadCentre. . . . . . . . . @ @ i i i i it i e e e i e e e e 239
F.1.3 Ground-based remotesensing. . .. ... .. ... ... ........ 240
F.1.4 Boundary layer measurements . . ... . ... . . . ... 240

F.1.5 Radiation processes — national and regional radiation measurement
CeNtre . . . . . . e e e e e e e e e e e e e 240
F.1.6 Historical milestones of Lindenberg observatory . .. ... .. .. .. 241
F.2 Sunriseandsunset . ... ... . . . ... e e e e 242
F.3 Stringlength . . . . . . . . . e 242
F.3.1 Experimental investigations . . .. ... .. ... ............ 242
F.3.2 Practical considerations . . . . . . . . ... ... .. ... ... . ..., 243
F.4 Dailyschedule . . . ... . . . . .. . e 245
G Manufacturer interactions 247
H List of satellite overpasses 249
I Mathematical description of the CWSs assembly 261
I.L1 Introduction . . . . . . . . . . @ e e e 261
I[.2 GDP uncertainties . . . . . . . @ e e e e e e e e e 261
1.3 Assessing the statistical compatibility of GDPs . . . . . . ... ... .. .... 263
1.4 Statistical combination of GDPsintoCWSs . . . . .. ... ... ........ 264
I1.4.1 ThelJacobian matrix . ... ... ... ... . . . .. . . ... ... 266

1.4.2 The covariance matrix and Combined Working measurement Stan-
dard (CWS) variance . . . . . . . o v i v i it e e e e e 267
J Assessment of upper-air instruments with respect to ORUCs 269
J.1 Introduction . . . . . . . . . e e e e e e e 269
J.2 OSCAR requirement uncertainty criteria . . . . . ... ... ... ....... 269
J.2.1 Scalarvariables . . . . . . . . . . . . e e 269
J.2.2 Wind (horizontal) vector . . . . . . . . ... . oo 272
K Derivation of the ORUC values for humidity 275

Xii



TABLE OF CONTENTS

o
P

Individual A;  diagnostic diagrams

L.l ATMS-3710 . . . o e e e e e e e e e e e
L.2 CF-06-AH . . . . . e e e e e e e e e e
L.3 DFM-17 . . e e e e e e e e
L4 GTH3 . . . e e e e e e e e e
L.5 iMet-54 . . . . . . e e e e e e e
L.6 iMS-100 . . . . . o e e e e e e e e
L.7 M20 . . o e e e e e e e e e e
L.8 PS-B3 . . . . e e e e e e
L.9 RS41 . . . . e e e e e e e

Combined A; ; performance diagrams

Rig Construction Guide

N.1 Preparation . . . . . . . . . e
Preparing the surface of the plywood plates . . . . . .. ... ... ......
Attaching the bamboo rods and finishing the work on the mainrig . . . . . .
Attaching the strings and stabilisingtherig . ... ... ... ... ......
Attaching the balloon attachmentcord . . . . . . . . . . . . ... ... ....
Balancing the rig during launch preparation . ... ... ... ... ......
Launch procedure . . . . . . . . . e e e

zzzzz2<2
NouhwN

Photo gallery of the UAII 2022

Persons involved in the UAII

Nomenclature

Acronyms

Bibliography

xiii



Xiv



Part |

WMO'’s 2022 Upper-Air Instrument
Intercomparison






CHAPTER 1. INTRODUCTION

1 INTRODUCTION

It is with great pleasure that we present the final report on the WMQ's Upper-Air Instrument In-
tercomparison (UAII) 2022 campaign. Upper-Air Instrument Intercomparison (UAII) 2022 took
place twelve years after the previous WMO Commission for Instruments and Methods of Obser-
vation (CIMO) radiosonde intercomparison campaign was held in Yangjiang (China) in 2010. This
significant time gap is due to a number of factors, including the global SARS-Covid-19 pandemic.

WMO radiosonde intercomparison campaigns are organised to provide an overview of the per-
formance of the various contemporary operational radiosonde systems. Such campaigns pro-
vide important information to National Meteorological and Hydrological Services (NMHS), who
partly base the selection of an operational radiosonde system for their network on the results
of these campaigns. Furthermore, these campaigns contribute to improving the quality and
cost-effectiveness of upper air observing systems by providing recommendations on system per-
formances, improvements of instruments and methods of observation and suitable working ref-
erences, to WMO Members and instrument manufacturers.

The first international WMO radiosonde intercomparison was organised in 1951 in Payerne (Switzer-
land), in preparation for the international geophysical year (Imfeld et al., 2021). The first in-

tercomparison in its modern form took place in Bracknell in 1984, with a procedure that has

been repeated at other locations at more or less regular intervals of a few years since then.

After Yangjiang (China) in 2010, the next campaign was initially set to take place in Payerne

(Switzerland). For logistical reasons, it was however decided in 2017 that MeteoSwiss (MCH)

and Deutscher Wetterdienst (DWD) would jointly organise the campaign, with MOL-RAO (Lin-

denberg, Germany) as the campaign site. This collaboration was consolidated during project

meetings held in Payerne in February 2019 and in Lindenberg in December 2019, where the

objectives, rules and underlying philosophy of the campaign were discussed and documented.

The sudden and unexpected emergence of SARS-Covid-19, and the ensuing restrictions with
far-reaching consequences for daily life on a global scale, made it impossible to carry out the
campaign in 2021 as originally planned. After a delay of 12 months, the call for participation
was re-issued, and the final selection of the participants was repeated in August 2021. The new
start date for the laboratory phase was set in December 2021. The persistent SARS-Covid-19
situation caused a further three-month delay, such that all lab campaign activities were carried
out between February 2022 and January 2023, while the field campaign part of UAII 2022 took
place in August-September 2022.

The fruitful cooperation between DWD and MCH resulted not only in the successful organisation
and execution of the campaign, but also in the implementation of several innovations, some of
which may be of lasting benefit to the wider community. These include, for example, the use
of a common reference based on GCOS Reference Upper-Air Network (GRUAN) data products,
the GRUAN-inspired laboratory assessment of the radiosondes, the assessment of remote sensing
data, the presence of independent operators carrying out the soundings during the field campaign,
and a fully transparent data analysis, relying on the use of custom-built open source software
(dvas). All these elements are discussed in detail in this report.

1.1 PURPOSE OF THE CAMPAIGN

The main objective of the WMO Upper-Air Instrument Intercomparison 2022 is to test the perfor-
mance of operational radiosonde systems and to provide guidance on their performance relative
to each other, as well as to evaluate the current capabilities of surface-based and space-based re-
mote sensing instruments, and aircraft-based observations. Its results shall help WMO Members
in selecting observing systems according to their requirements and will allow them to evaluate the
potential offered by remote sensing instruments to complement the in situ information provided
by the radiosondes. The focus is set on the following geophysical parameters:

e Geopotential height above mean sea level, in m
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e Atmospheric temperature, in K

Relative humidity, in %RH

e Atmospheric pressure, in hPa

Wind (horizontal) direction, in °© East-of-North

Wind (horizontal) speed, in ms™!

The list of primary goals of the campaign is defined in the project plan (WMO, 2020):

1. To test and evaluate as many operational radiosonde systems as possible at the same loca-
tion and time.

2. To characterize the individual radiosondes with respect to their reproducibility and to deter-
mine the uncertainty of the different measured parameters.

3. To compare the different radiosonde systems to characterised reference systems employed
in the GCOS Reference Upper Air Network (GRUAN).

4. To characterize measurement errors and uncertainties of radiosonde sensors under labora-
tory conditions.

5. To demonstrate the added-value of surface-based remote-sensing systems for upper-air
measurements and to develop a methodology to compare the measurements of radiosondes
with remote-sensing instruments.

6. To evaluate the capability of each system participating in the intercomparison to reach the
uncertainty targets as defined in OSCAR.

with secondary goals being:

1. To include and conduct a basic analysis of operational aircraft-based observations, as a
component of the intercomparison.!

2. To include and conduct a basic analysis of a selected set of satellite observations, as a
component of the intercomparison.?

3. To evaluate the performance of the operational radiosonde products by comparing them with
NWP model fields.

4. To evaluate the user-friendliness of radiosonde systems.
5. To document the environmental impact of the radiosonde models.3

Primary goal number 1 reflects the wish to assemble a group of participants that is representative
of the various types of radiosonde employed in the global radiosonde network, expanded with
manufacturers from emerging markets. In order to achieve this global representation in the
campaign, a successful effort was made to include manufacturers from China, Russian Federation
and India. However, the Russian manufacturer withdrew its participation following the conflict
between Russian Federation and Ukraine, that broke out in February 2022. Another manufacturer
from China also withdrew its participation, resulting in a total of 10 radiosonde manufacturers
participating in the campaign (Table 3.1).

The other goals are linked to novelties of the campaign, with core underlying aims to perform the
intercomparison in a fair and transparent manner, to provide useful feedback to the participating
manufacturers for the further development of their radiosondes, and to provide the community a
solid framework for future intercomparison campaigns. These different elements will be discussed
in more detail in Section 1.2.

1.2 NOVELTIES WITH RESPECT TO PREVIOUS CAMPAIGNS

The fact that the GRUAN Lead Centre (LC) resides at MOL-RAO led to a natural synergy between
GRUAN and the UAII 2022 campaign, with the adoption of several GRUAN practices. For example,

1This analysis is not included in the report, but data are available upon request.

2This analysis is not included in the report, but is intended to be released as a separate study. A list of satellite overpasses
during the field campaign is available in Appendix H.

3This analysis is not included in the report.
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this led to the implementation of a separate laboratory campaign (participation was compulsory),
during which each participating radiosonde’s measurement errors and uncertainties were inves-
tigated via dedicated setups. The different experiments were designed to investigate the known,
dominant error sources such as heating of the temperature sensor by solar radiation and rel-
ative humidity-sensor time lag at low temperatures. Essentially, the laboratory measurement
programme of the UAII 2022 represents a scaled-down version of the extensive characterisation
process that is normally used to develop correction algorithms for GRUAN Data Products (GDPs).
The UAII 2022 lab programme was designed to provide essential information on the radiosonde
performance to help understand and interpret the results of the sounding campaign, while also
directly benefiting the manufacturers by providing them with new insights on potential areas of
improvement for their radiosonde systems.

In previous campaigns, the data from each radiosonde were compared to an ad hoc reference,
composed of the profiles of the other participants. This approach was motivated by the lack
of an established independent reference instrument. In recent years however, chilled mirror
instruments like the Cryogenic Frost point Hygrometer (CFH) have become an established refer-
ence for water vapour measurements. They are employed in international networks like GRUAN
and the Network for the Detection of Atmospheric Composition Change (NDACC). Furthermore,
GRUAN has put considerable effort in developing well-characterised reference data products for
radiosondes. Cost and payload-mass considerations essentially prohibits the inclusion of a CFH
on each rig of the UAII 2022 field campaign. GRUAN data products are used instead to provide
the independent reference for assessing the performance of the participating radiosondes during
UAII 2022. Specifically, each payload includes two radiosondes for which a GDP is available, that
forms the basis for a Combined Working measurement Standard (CWS). The GDPs used during
the UAII 2022 field campaign are generated from the RS41-SGP and the iMS-100 radiosondes
(see Section 9.2). Although both radiosonde models are also participants in the campaign, it
must be stressed that the CWS is independent from the participating radiosondes: the GDPs are
provided by separate, additional radiosondes, rather than being derived from a parallel process-
ing of the data recorded by the iMS-100 and RS41 “participant” radiosondes. In other words,
additional RS41-SGP and iMS-100 radiosondes are attached to each rig, and it is the indepen-
dently processed data from those additional sondes that provide the GDPs from which the CWS
is derived. Doing so prevents a systematic covariance between the GDPs/CWS and the manu-
facturer product data (MDPs), given that the GRUAN data processing is independent from the
manufacturer’s processing, and in fact is distinctly different for several parameters.

Another GRUAN influence in the UAII 2022 field campaign lies in the use of the so-called Standard
Humidity Chamber (SHC) to perform a manufacturer-independent ground check of radiosondes
prior to launch. The SHC, further discussed in Section 5.1, creates a stable environment with
known humidity and temperature that can be used to verify that a radiosonde is working properly.
It can also provide additional information on the uncertainty of the temperature and humidity
sensors. At the time of writing, SHCs are employed at various GRUAN sites as part of the standard
operational procedure for reference radiosoundings.

During the UAII 2022 field campaign, the different radiosonde systems were operated by inde-
pendent operators to enable an independent and transparent data collection. Doing so implies
that all soundings during the campaign were performed without any involvement of (nor any
interaction with) the manufacturers. The systems were operated strictly and exactly following
the manufacturer-defined operational procedures. As an added benefit, the feedback gathered
from the independent operators can be used to evaluate the user-friendliness of the different
radiosonde systems. The implementation of the independent operator concept, including the
selection of the operators themselves, is described in Section 4.3.1.

In contrast to previous radiosonde intercomparison campaigns, the results of the UAII 2022
campaign are not presented in the form of a ranking or a scoring of the participating radiosondes,
but rather as a table listing the fitness-for-purpose for different application areas based on the
Observing Systems Capability Analysis and Review Tool (OSCAR) requirements. The advantage
of presenting the fitness-for-purpose for different application areas is that it will help NMHSs
to assess the systems that meet the requirements for their specific application (e.g. numerical
weather prediction) without being distracted by information on the performance in areas that are
not directly relevant to the envisaged application.

The specific analysis methodology developed to assess upper-air instruments against OSCAR
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requirements is described exhaustively in this Report, with full mathematical formalism. Doing so
ensures that the results provided in this Report are transparent, traceable, and reproducible, with
no ambiguity. It also opens up the possibility for this analysis methodology to be re-used in future
intercomparison campaigns with similar goals. A dedicated open-source Python package, known
as dvas, was purposely build by the UAII Project Team to implement the analysis methodology in
a manner that would allow the UAII 2022 results to be easily reproduced by motivated readers.

1.3 ORGANISATION

1.3.1 Governance and timeline

The first idea of a successor to the 2010 Yangjiang intercomparison campaign took shape around
2014, with Payerne as the envisaged local organiser and campaign site. In 2017 it became clear
that hosting and organising the campaign was too large a logistical challenge for one observatory,
and on work-level an agreement was reached between MOL-RAO and Payerne to join forces and
co-host the campaign, with MOL-RAO as campaign site. This cooperation was endorsed in 2018
by the board of directors of both DWD and MCH, cemented in an Memorandum of Understanding
(MoU), and resulted in an offer to WMO to host the campaign. In 2018, a concept note was
submitted to CIMO, outlining the plans, goals and objectives for the campaign, and which later
formed the basis for the Project plan (WMO, 2020). Based on the concept note, WMO-CIMO
assigned the local organisation of the campaign to DWD and MCH. At the Payerne meeting
in February 2019, core teams from both observatories and CIMO representatives convened to
further shape the plans for the organisation and implementation of the campaign. In addition,
an expert team was proposed with the task of drafting key documents such as the project plan,
sounding schedule, data policy and selection of participants. The expert team met in Lindenberg
in December 2019 for this purpose, and after the completion of the project plan, the expert
team was dissolved. It was replaced by the Task Team UAII, under the authority of the new
WMO Infrastructure Commission, which is responsible for the governance and oversight of the
campaign, whereas the actual implementation is the responsibility of the project team, which is
mainly composed of staff from MOL-RAO and Payerne.

The campaign was originally planned for 2021 but had to be postponed to 2022 due to the un-
expected advent of Covid-19, as discussed in Section 1.4. The laboratory campaign stretched
from February 2022 to January 2023 as a series of seven two-week campaign slots at roughly
four week-intervals, positioned before and after the field campaign that took place in August-
September 2022. Following the completion of the field campaign, the project team’s effort were
focused on analysing the campaign data and writing the report. In July 2023, a partially com-
pleted draft-version of the report was shared with the manufacturers for review. Video calls were
held between the project leads and individual manufacturers to clarify questions from manufac-
turers before their comments were submitted. The deadline for manufacturer comments was
31 August 2023. The project team took these into consideration while finalising the report for
submission to WMO in December 2023.

The above-mentioned dates and events are summarised in Table 1.1.

1.3.2 DWD-MCH cooperation

DWD and MCH have co-organised the UAII 2022 with the following responsibilities:

DWD Campaign lead, local host of laboratory and field campaign, laboratory, radiosounding
and remote sensing operations, data analysis of laboratory campaign, co-authorship of
final report.

MCH Campaign co-lead, analysis of radiosounding and remote sensing data, co-authorship of
final report.
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Table 1.1: Relevant events and dates related to the organisation and governance of the cam-

paign.
Date Event
2017 Work-level agreement MOL-RAO -Payerne for cooperation
July 2018 Endorsement by DWD board
2018 Concept note
Feb 2019 Payerne meeting
Jun 2019 Official announcement at the Meteorological Technology World
Expo
Sep 2019 MoU DWD-MCH
Dec 2019 Expert-team meeting in Lindenberg drafting Project plan and

other documentation
2020-2021 Covid-19

Feb 2022 Start of the laboratory campaign

Aug-Sep 2022 Field campaign

Jan 2023 Conclusion of the laboratory campaign

July 2023 Draft version of the campaign report sent to manufacturers
Dec 2023 Submission of final report to WMO

1.3.3 UAII Project and Task Team memberships

The members of the UAII Task Team (TT) and of the UAII Project Team are shown in Table 1.2.

1.3.4 Participant selection

The aim of the selection procedure is to select a group of radiosondes that is representative for
the global operational network, and at the same time provide opportunities for manufacturers
from emerging markets. The number of systems that could be admitted to the campaign was
limited to 12, which is the maximum number of systems that MOL-RAO can realistically support
during the laboratory campaign.

Following the official announcement of the campaign at the Meteorological Technology World Expo
(Metexpo) in June 2019 (Section 1.3.1), a total of 22 manufacturers expressed their interest in
participating in an upcoming radiosonde intercomparison campaign. The official call for partici-
pants was issued in June 2020. The application procedure involved submitting a questionnaire
on the candidate system’s specifications before 12 July 2020. The initial response included only
11 manufacturers. This lower humber was attributed to the uncertain situation related to re-
cent advent of SARS-Covid-19. After an extension of the deadline, the number of applications
increased to 18. However, the subsequent evolution of the SARS-Covid-19 pandemic and the
ensuing restrictions for travelling and on daily life, eventually lead the UAII Project Team to
postpone the campaign for 12 months, as is discussed in more detail in Section 1.4.

As a consequence, the Project Team decided to repeat the call in order to base the selection
of participants on current information. The call was re-issued in May 2021, using the same
method for application, which required submitting an online questionnaire, with the deadline set
in June 2021. This call yielded 18 applicants, whose responses were ranked using a metric based
on different parameters, including the global market share, product maturity, and information
on the environmental impact of the radiosonde. An over-arching requirement for admission to
the campaign was that prototypes are not allowed. The radiosounding system must also be
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Table 1.2: Members of the UAII Project and Task teams.

Name Project Team Task Team
Ansari, Mohd. Imran® No Yes
Dirksen, Ruud? Yes Yes
Edwards, David* No Yes
Gardiner, Tom® No Yes
Felix, Christian? Yes Yes
Haefele, Alexander? Yes Yes
Martucci, Giovanni2 Yes Yes
Oakley, Tim* No Yes
Romanens, Gonague? Yes Yes
von Rohden, Christoph! Yes Yes
Simeonov, Tzvetan?! Yes No
Sommer, Michael® Yes Yes
Vogt, Frédéric? Yes Yes
Vomel, Holger3 No Yes

lLindenberg Meteorological Observatory, Deutscher Wetterdienst, 15848 Tauche, Germany
2Federal Office of Meteorology and Climatology MeteoSwiss, 1530 Payerne, Switzerland
3National Center for Atmospheric Research, Boulder, CO 80301, USA

4Met Office, Exeter, Devon, EX1 3PB, United Kingdom

>National Physical Laboratory, Teddington, Middlesex, TW11 OLW, United Kingdom

6India Meteorological Department, New Delhi 110003, India

compatible with the infrastructural limitations of the Lindenberg site, which for example means
that the transmission frequency must be in the 400 MHz band, and that radar-based systems
are excluded. The complete selection rules document and the accompanying questionnaire are
included in Appendix A.

Unexpectedly, Lockheed-Martin, that participated in Yiangjiang 2010, and represented a market
share of 9%, did not apply for the campaign because of the company’s decision to terminate
radiosonde production.

From the 18 applications, the project team selected 12 participants for the campaign. This group
of participants does represent the radiosondes used in the global observation network and also
includes manufacturers from emerging markets, as is shown by the list of participants in Table 3.1.

The 12 manufacturers were officially notified by WMO about their admission as participant to
the UAII 2022. Following the withdrawal of Shanghai Changwang Meteotech Corp. for unknown
reasons, and JSC “Radi” as a result of the conflict between the Russian Federation and Ukraine,
a total of 10 manufacturers ultimately participated in the UAII 2022 campaign.

1.4 COVID-19

The global SARS-Covid-19 pandemic, with first cases of the disease reported in December 2019,
was classified by the World Health Organization as a public health emergency of international
concern, lasting from 30 January 2020 to 5 May 2023. SARS-Covid-19 had a profound impact on
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everyday life worldwide, and consequently also on the planning and execution of the UAII 2022
campaign, ultimately causing the UAII campaign to be postponed for one year.

The early stage of the pandemic, around spring 2020, saw the world trying to cope with this
unprecedented challenge on a global scale, resulting in a wide range of safety measures and
restrictions to curb the spread of the virus, and to protect the population. As a consequence
of lockdowns, several radiosonde manufacturers experienced supply chain problems and had to
adjust the production process, and/or had to reduce production capacity.

Although the restrictions in Germany were not as severe as in other countries, these still meant a
considerable limitation of work-related activities and of daily life. These measures also included
entry regulations for visitors from abroad, with compulsory quarantine for travellers from certain
countries. With no signs of the pandemic abating, the restrictions persisted in the fall of 2020
and beyond, such that it became evident that it would not feasible to conduct the campaign as
scheduled in 2021. For example, the policy by the German government by the end of 2020 /
beginning of 2021 stipulated that travellers from so-called high-risk countries had to remain in
quarantine for 1-2 weeks before being allowed to enter Germany. As a result of this, each visit
to MOL-RAO, for the laboratory as well as for the sounding campaign, could bear the additional
burden of spending in total up to four weeks in quarantine. Furthermore, there was the constant
threat of a general lockdown in case of rising incidence rates, with regulations requiring instant
isolation of any person testing positive: all with the added probability of a fast infection spread
given the confined spaces associated with the UAII 2022 activities.

Faced with this rapidly evolving and uncertain situation, the UAII 2022 Task Team judged that
the risk of a SARS-Covid-19-related interruption, which would have severe impact on the plan-
ning of the campaign, was too high. Therefore, the Project Team decided in August 2020, with
endorsement of WMQO’s Standing Committee on Measurements, Instrumentation and Traceabil-
ity (SC-MINT), to postpone the laboratory campaign for 12 months and to move it to the end of
2021, after the field campaign. It was also decided that the situation would then be re-assessed
in January 2021 to decide on the planning and execution of the field campaign. With no signs of
the pandemic abating, the project team decided in January 2021 to postpone the field campaign
to August/September 2022, restoring the original order of laboratory and field campaign. Alto-
gether, the SARS-Covid-19 pandemic lead to a one-year delay of the campaign, and (as described
in Section 1.3.4) a repeat of the selection of participants.

Due to the success of national inoculation programmes around the globe, that reduced both the
spread of the virus and the severity of an infection, the pandemic sufficiently eased off in the
course of 2021 to make it possible to perform the campaign in 2022. Due to a temporary rise in
incidence rates in Germany, the start of the laboratory campaign was delayed for another three
months to February 2022, but the planning of the field campaign was not affected by this. As
a consequence, it was no longer possible to perform all laboratory activities prior to the field
campaign, as originally intended, and some slots were rescheduled after the field campaign. In
the end, an additional laboratory campaign slot was organised in January 2023 to accommodate
a manufacturer who was affected by lockdown-related travel restrictions in China.

During the laboratory campaign, a special hygiene protocol was adopted to reduce the risk of
SARS-Covid-19 infection. This included the obligation to wear face masks, and logistical mea-
sures to minimise contact between the two manufacturer teams present at MOL-RAO during UAII
laboratory campaign slots. Each manufacturer team was also assigned their own support-team
of MOL-RAO staff. During the field campaign, incidence rates were low and there were no restric-
tions for those involved in the campaign, manufacturers and organisers alike, although MOL-RAO
staff not involved in the campaign refrained from contact with the campaign team during the first
five days after the arrival of the manufacturers and the operators on-site.

1.5 CONVENTIONS

Whenever we refer to geopotential heights, we imply geopotential heights above mean sea level.
Unless otherwise specified, dates follow the International Organization for Standardization (ISO)
format “YYYY-MM-DD".

The assessment and quantification of the performance of the radiosondes is reported in accor-
dance with metrological terminology (as set out in JCGM, 2012).
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Key terms used in this document, together with their definitions, are as follows:
e Measured quantity value: quantity value representing a measurement result.
e Measurement error: measured quantity value minus a reference quantity value.

e Reference quantity value: quantity value used as a basis for comparison with values of
quantities of the same kind.

e Systematic measurement error: component of measurement error that in replicate mea-
surements remains constant or varies in a predictable manner.

e Measurement bias: estimate of a systematic measurement error.

e Random measurement error: component of measurement error that in replicate measure-
ments varies in an unpredictable manner.

e Measurement uncertainty: non-negative parameter characterising the dispersion of the
quantity values being attributed to a measurand, based on the information used.

The terms accurate or accuracy are only used in a descriptive, qualitative sense.

Following WMO recommendation, relative humidity is reported over liquid water, including at
temperatures below freezing.

Following the definitions in (Chapter 7 and Annex 7B of WMO-No.8-Vol.I, 2021, (CIMO guide)),
"radiation” can imply a process or apply to multiple quantities.

1.6 THE UAII 2022 SUPPLEMENTARY MATERIAL

This report is self-contained, in the sense that all Tables and Figures necessary to support its
conclusions are included in the present document, either as part of the main text or in the
Appendices.

This report is complemented by the so-called "UAII 2022 Supplementary Material”: a series of
datasets archived and publicly accessible online via the following Digital Object Identifier (DOI):
10.5281/zen0do.10160683

This Supplementary Material is comprised of a series of distinct datasets, which serve different
purposes. These include:

¢ original radiosonde datasets, allowing to reproduce the analysis presented in this Report
via the dvas processing software (also publicly available; see Section 9.4);

* synchronized radiosonde profiles in the form of Network Common Data Format (NetCDF)
files, allowing motivated users to perform their own extended analysis without the need to
cleanup the data first;

+ detailed diagnostic diagrams, allowing study of the behaviour of each radiosonde on a
flight-by-flight and variable-by-variable basis;

o a diagram explorer tool, designed to easily navigate among these numerous diagnostic
diagrams;

o pictures and movies, documenting various technical and human aspects of the campaign
for legacy purposes.

e The measurement values extracted from the supervisor and operator protocols.

A series of dedicated README files are included in the Supplementary Material. However, the
datasets it contains are very much intended to be exploited and perused alongside this Report,
the reading of which will be required to properly understand their nature.
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CHAPTER 2. LAYOUT OF CAMPAIGN

2 LAYOUT OF CAMPAIGN

As mentioned in Section 1.2, several novel methods are introduced in the campaign. In this
chapter we discuss in more detail how these are implemented and how they shape the campaign.
A method with probably the most far-reaching impact on the planning and organisation of the
campaign is without doubt the introduction of the laboratory campaign, with the result that the
campaign consists of two major groups of activities, the laboratory and the radiosounding (or
field) campaign, each with their specific requirements for preparation.

The purpose of the laboratory campaign is to get a good overview of the performance and mea-
surement errors of the temperature and humidity sensors of each of the participating radioson-
des model. This is useful information for the manufacturers for improving their products, and
at the same time helps to interpret and understand differences observed during the radiosonde
campaign. A compact measurement program under laboratory conditions was defined that can
be executed within a timespan of two weeks for two manufacturers in parallel. The laboratory
campaign was planned to be performed in various two-week slots prior to the field campaign.
Participation in the laboratory campaign was compulsory for all manufacturers. As a result of
the SARS-Covid-19 epidemic (see Section 1.4), the planning of laboratory campaign had to be
adjusted, with approximately half of the laboratory slots occurring prior to the field campaign,
and the remaining ones occurring after. The campaign timeline is illustrated schematically in
Figure 2.1.

Figure 2.1: Timeline of the UAII 2022 campaign activities at MOL-RAO. The grey blocks represent
the laboratory test phases together with the name of the manufacturer(s) present. The coloured
block represents the field campaign. In the first week of August MOL-RAO staff performed the
final preparations (orange). Manufacturer staff was present on-site during the lab phases, and
from 2022-08-08 to 2022-08-16 to set up their systems for the field campaign and train the
independent operators (yellow). The campaign soundings were carried out from 2022-08-16 to
2022-09-13 (green). This graph is the same as the one shown in Figure 4.10.

2.1 LABORATORY EXPERIMENTS

The purpose of the laboratory tests is to characterise the most important measurement and cali-
bration errors, and uncertainties of the radiosonde’s sensors. This can help in understanding and
interpreting the differences observed between the radiosonde models in flight. The benefit of the

11
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laboratory tests is that these provide an independent assessment of the errors and uncertainties,
which is a valuable addition to the radiosonde intercomparison, that provides uncertainties/bi-
ases of radiosondes with respect to each other. Furthermore, the results of the laboratory test
campaign allow the manufacturers to identify issues with their radiosonde and enable them to
improve their products in the future. However, it was not permitted to use the results of the
laboratory tests to change the hardware or software of the radiosonde systems for the field cam-
paign, as this would constitute an unfair advantage for the manufacturers scheduled in an early
laboratory slot compared to those scheduled after field campaign. This is clearly stipulated in the
UAII 2022 Code of Conduct (Appendix B.2).

MOL-RAO has well-equipped laboratory facilities for testing and characterising radiosondes under
various conditions, ranging from typical surface conditions to those encountered at 35 km altitude
(see Section 4.1.4). In the setups, relevant experimental parameters such as temperature, pres-
sure, water vapour content, ventilation speed and actinic flux can be controlled and monitored,
allowing for the investigation of the measurement uncertainty of the radiosonde’s sensors.

The laboratory tests focus on the following three topics, which are the dominant sources of error
for radiosondes and can readily be investigated under laboratory conditions:

e Calibration uncertainty of the temperature and relative humidity sensor(s).
e Timelag of the relative humidity sensor at low temperatures.
¢ Radiation-induced error of the temperature sensor.

It is the purpose of the laboratory campaign to assess the performance of the sensors themselves.
It is therefore essential to record the calibrated raw data without any corrections (such as for
timelag, radiation or otherwise) having been applied. In this regard, it is paramount to realise
that a large measurement error on the raw sensor data does not automatically yield bad product
data, as the ability of the sounding system'’s software to correct for the measurement errors is
not being assessed here.

The laboratory tests were performed during a condensed program that extended from Febru-
ary 2022 to January 2023, organised as individual two-week measurement blocks (laboratory
phases) wrapped around the main sounding campaign which took place in August/September
2022. Section 4.2 provides more information on the motivation and execution of the laboratory
measurements as well as a detailed timeline.

The laboratory campaign was compulsory for all manufacturers that participated in the inter-
comparison campaign. The measurement data are treated confidentially in view of the potential
commercial and strategic sensitivity of these data for the manufacturers. Throughout this report,
the results of the laboratory measurements are presented anonymously to ensure that these are
not traceable to the respective radiosonde model. Instead of using the model nhame, anonymous
labeling (C'A’, 'B’, 'C’, etc...) is used to refer to the individual models in plots and tables, with
different coding for the different experimental setups.

In short, the goals of the laboratory campaign are:

* a GRUAN-inspired approach to understand and characterise measurement errors and un-
certainties.

e Help to understand and interpret differences observed during radiosounding campaign.
¢ Help radiosonde manufacturers to improve their (future) products.

The following rules were applied for the execution of the laboratory campaign:
e Radiosonde systems are operated by manufacturer’s technicians/engineers.

Calibrated raw data are recorded.

Data analysis is performed by the project team.
e Two receiving systems are used to allow for parallel data recording.

Measurement program including preparation and testing is carried out over two consecutive
weeks (see Section 4.2.2).

Furthermore, the key data policy/confidentiality for the laboratory campaign includes the follow-
ing elements:

12
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Raw measurement data are stored in the campaign database.

The raw measurement data are accessible to the manufacturer and to the campaign’s or-
ganisers.

Data are not shared with other participants, nor distributed globally.

Anonymous presentation of the results in the campaigns report, i.e. the radiosondes are not
identified in plots, tables etc.

The complete (binding) text of the data policy document is included in Appendix C.

2.2 FIELD CAMPAIGN

MOL-RAO has extensive experience with performing balloon soundings with extended rigs and
various payloads for aerological research, which was of direct benefit for the UAII 2022 field
campaign.

The radiosoundings for the field campaign were performed in a four-week period from 2022-08-
16 to 2022-09-14. During this time, a total of 79 balloon ascents were performed, resulting in at
least 18 daytime and 16 nighttime soundings for each of the 10 participating radiosonde models,
which fulfils the prior defined goal of 15 daytime/nighttime soundings to enable a statistically
sound analysis of the campaign data.

As mentioned in Section 1.2 and discussed in detail in Section 9.2, the Combined Working mea-
surement Standard (CWS) provides the campaign reference and is derived from two GRUAN Data
Products (GDPs) assembled using the RS41-SGP and iMS-100 radiosondes, that are included to
each rig. Together with the need to perform twin flights for participating radiosondes, the pres-
ence of GDP-related radiosondes on each rig implies that two distinct balloons are required to
accommodate all 10 participant systems. For logistical reasons, the two ascents required for a
complete “set of profiles” were separated by a few hours. This contributed to preventing inter-
ference from the radio signals between the rigs.

The system’s reproducibility (campaign goal #2) was tested by mounting two identical radioson-
des on the same rig. For this purpose, all manufacturers had to supply two radiosonde receiving
systems for parallel operation. With one exception related to the critical failure of one of the
ground system, each participant system performed at least four daytime and three nighttime
twin soundings.

Prior to each sounding, the GRUAN-adopted practice of an additional manufacturer-independent
ground check was performed. This involved inserting the radiosondes in a Standard Humidity
Chamber (SHC) with a stable 100 %RH atmosphere and recording its readings for several minutes.

During the field campaign the receiving systems were operated by independent operators, with no
involvement from the manufacturers, to ensure independent and transparent data acquisition,
and also to assess the operability of the systems. The operators were recruited from WMO
Members, and trained by manufacturer-staff to operate two systems with which they had no
prior experience. The setting up of the radiosounding systems and the subsequent training of
the operators by the manufacturers took place from 2022-08-09 to 2022-08-15. Before the start
of the field campaign soundings, the manufacturers left the campaign site, and communication
was only allowed with the project leads.

The measurements from the remote sensing instruments at MOL-RAO are compared to the ra-
diosonde profiles from the CWS in a generic manner for the various measurement techniques,
without judging the performance of the specific instruments.

The climate at MOL-RAO is mid-latitude continental, with a typical tropopause temperature of
approximately —65°C in summer, which is warmer than the temperatures encountered at the
tropical tropopause (—85°C). As a result, the combination of humidity and temperature condi-
tions typical for the tropical UTLS was not accessible during the UAII 2022 field campaign; the
same applies to other extreme atmospheric conditions, such as those encountered in the winter-
time arctic stratosphere. On the other hand, the important impact of solar irradiance on daytime
stratospheric temperature measurements can readily be assessed with soundings performed at
MOL-RAO.

13



PART I. WMO'S 2022 UPPER-AIR INSTRUMENT INTERCOMPARISON

The weather conditions during the field campaign ranged from a hot summer with surface tem-
perature exceeding 30 °C in August, to the onset of fall with 13 °C surface temperature by the end
of the campaign. Sunny “blue sky” days were spread throughout the field campaign, with other
periods of rain and even occasional thunderstorms. As such, a suitably large range of humidity
conditions in the summertime troposphere was observed during the campaign.

An inevitable drawback of any intercomparison campaign of this scale and size is that the sounding
activity is restricted to a relatively short period of time due to obvious limitations on available
personal resources. As a result, the performance of the participating radiosondes is assessed for
one time of the year only.

2.3 DATA POLICY

The main points of the data policy are summarised below; the complete (binding) text of the data
policy document is included in Appendix C.

e The field campaign dataset will be published on a website and assigned a DOI after the
publication of the Final Report.

e The results of the laboratory tests will be presented anonymously in the report.

¢ The Project Team members may use preliminary results and material (photos, etc.) of the
intercomparison for communication and scientific publications before the end of the inter-
comparison, provided this is authorised by the Project Co-Leads and that the participating
instruments remain anonymous in that material/publication.

¢ Following approval of the Project Co-Leads, the campaign dataset may be provided to other
parties for scientific studies prior to the publication of the Final Report. Publication of these
studies within five years after the publication of the Final Report requires the agreement of
the data providers.

¢ Publications on the intercomparison dataset and/or results, that include the names of other
manufacturers, shall not be used for commercial or promotional purposes in any way. Man-
ufacturers shall avoid qualitative assessment of their radiosonde system in comparison with
any other participant’s system(s).

¢ Any publication based on the intercomparison data and/or results must acknowledge the
source of the information and comply with the WMO copyright provisions.

e Raw radiosounding data from the field campaign are not disclosed, unless permission is
granted by the manufacturer in question.
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3 PARTICIPATING RADIOSONDE SYSTEMS

The list of manufacturers selected to participate in the 2022 UAII and the name of the radiosonde
model is presented in Table 3.1. Due to the withdrawal of two manufacturers, as discussed in
Chapter 1, only 10 manufacturers participated in the campaign. Table 3.2 summarises the main
properties of the participating radiosondes including their temperature 7', humidity U and pressure
p sensors. Information on the calibration of the temperature and humidity sensors is presented in
Table 3.3. Further details on the characteristics and ground systems are given separately in the
subsequent sections for each of the 10 radiosonde models. The models are listed in alphabetical
order.

Table 3.1: List of manufacturers selected to participate in the 2022 UAII. The first column lists
the full names of the participating manufacturers, the *‘model’ column lists the full names of the
radiosonde models, with the short names that are used in the report in parenthesis (if applicable).

Manufacturer Country Model Participated

Azista Industries Pvt. Ltd. India ATMS-3710 yes

Aerospace Newsky Technology Co., Ltd. China CF-06-AH yes

Graw Radiosondes GmbH & Co. KG Germany DFM-17 yes

Tianjin Huayuntianyi Special China HT-GTS(U)2-1 yes

Meteorological Sounding Tech. Co., Ltd. (GTH3)

Diel Met Systems (Pty) Ltd. trading as South Africa iMet-54 yes

InterMet

Meisei Electric Co., Ltd. Japan iMS-100 yes

Meteomodem France M20 yes

Vikram Sarabhai Space Center, Indian India PS-B3 yes

Space Research Organisation

Vaisala Oyj Finland RS41-SG yes
(RS41)

Weathex Rep. of Korea WxR-301D yes

JSC “Radiy” Russian Fed. ¥ MRZ-N1 no

Shanghai Changwang Meteotech Corp. China GTS3 no

All photos shown in this chapter are published as part of the supplementary material (see Sec-
tion 1.6).
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Table 3.2: Overview of the main properties of the 10 participating radiosonde models.

Radiosonde Humidity (U) Temperature (7)) Pressure (p) GNSS module Transmission Weight Comment
sensor sensor sensor
ATMS-3710 Capacitive thin-film  Platinum resistor MEMS?@ GPS, L1 C/A, 167 ch. bwP = 75kHz, 779 -
polymer piezo-resistive tp¢ = 100 mW,
dird= 2.4 kbits~1
CF-06-AH Capacitive thin-film  Thermistor No Multi-GNSS bw = 15kHz, 101g U-sensor with
polymer tp = 100mWw, embedded
dir = 2.4 kbits™! T-sensor
DFM-17 Capacitive thin-film  Thermistor No Multi-GNSS (L1; GPS, bw = <12kHz, 65g Heated U-sensor
polymer GLONASS, Beidou) tp = 100mWw, with embedded
dir = 1.25kbits™1 T-sensor
GTH3 Capacitive thin-film  Thermistor MEMS Beidou bw = 50kHz, 138g -
polymer piezo-resistive tp = 100mW,
dir = 2.4 kbits™!
iMet-54 Capacitive thin-film  Thermistor No Multi-GNSS (D-GPS, bw = 5kHz, 84g Heated U-sensor
polymer GLONASS), 99 ch. tp = 150mWw, with embedded
dir = 4.8 kbits™! T-sensor
iMS-100 Capacitive thin-film  Thermistor No Code correlated D-GPS, bw = 15kHz, 43g U-sensor with
polymer 66 ch. tp = 100mWw, embedded
dir = 1.2 kbits™! T-sensor
M20 Capacitive thin-film  Thermistor MEMS GPS, L1 C/A bw = 10.2kHz, 37g Heated U-sensor
polymer piezo-resistive; tp = 150mWw, with embedded
not used in MDP dir = 4.8 kbits™! T-sensor
PS-B3 Capacitive thin-film  Thermistor No GPS bw = 12kHz, 122g -
polymer tp = 50mw,
dir = 768 bits™!
RS41 Capacitive thin-film  Platinum resistor No D-GPS, L1 C/A bw = 8.1kHz, 80g Heated U-sensor
polymer tp = 70mWw, with embedded
dir = 4.8 kbits™! T-sensor
WxR-301D Capacitive thin-film  Dual thermistor No GPS bw = 25kHz, 71g T-sensors with
polymer tp = 100mWw, different coatings

dir = 4.8 kbits~1

(‘black” & ‘white’)

@ Micro-Electro-Mechanical Systems (MEMS)
b band width (bw)

¢ transmission power (tp)
d downlink rate (dlr)
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Table 3.3: Information on temperature (7)) and humidity (U) sensor calibration for the participating radiosondes provided by manufacturers.

Sonde model Cal. range Manufacturer Cal. range Operational Cal. temperature of T-dependence of Vapour pressure
T-sensor of U-sensor U-sensor T-range U-sensor U-sensor equation
(°C) (%RH) U-sensor (°C)  (°C) (%RHK™)
ATMS-3710 —-60 to 60 IST 10 to 95 —80 to 150 27 T-characteristics N/A
from manufacturer
CF-06-AH —90 to 50 Aerospace 10 to 95 —80 to 40 23 0.064 Hyland and Wexler
Newsky (—30°C; —23°0Q) (1983)
DFM-17 —80 to 40 E+E 0 to 90 —80 to 60 23 T-characteristics Hyland and Wexler
from E+E (1983)
GTH3 —-90 to 50 E+E 0 to 100 —90 to 50 23 0.12 Goff and Gratch
(1946)
iMet-54 —-68 to 30 E+E 0 to 97 —100 to 60 30 T-characteristics Wexler (1977)
from E+E modified by Hardy
(1998) for ITS-90
iMS-100 -85 to 40 Meisei 15 to 95 —90 to 60 25 Kizu et al. (2018a) Hyland and Wexler
(GRUAN-TD-5) (1983)
M20 —85 to 40 UPSI 0 to 100 —100 to 60 —-75, =55, —40, 0.26 Sonntag (1990)
-20, —-10, 0, 20, 40
PS-B3 —-80, —40, 25 Honeywell 20 to 90 —40 to 60 35 T-characteristics Bolton (1980)
(three-point cal.) from manufacturer
RS41 —100 to 60 Vaisala 0 to 100 —100 to 60 —90 to 60 0 to 0.042 Wexler (1977)
modified by Hardy
(1998) for ITS-90
WxR-301D —70 to 30 E+E 10 to 90 N/A 20 T-characteristics Buck (1981)

from E+E
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PART I. WMO'S 2022 UPPER-AIR INSTRUMENT INTERCOMPARISON

3.1 ATMS-3710 FROM AZISTA INDUSTRIES PVT. LTD.

Technical details of the radiosonde ATMS-3710 and the associated ground system from the man-
ufacturer Azista Industries Pvt. Ltd. are listed in Table 3.4. Pictures of the radiosonde, the sensor
boom, the antenna and the team during the laboratory campaign are shown in Figure 3.1.

Table 3.4: Azista Ascending Telesonde System ATMS-3710 from Azista Industries Pvt. Ltd.

Sonde Sensors Transmission Ground system
Weight 7749 T Platinum resistor Band 75kHz Receiver ASAC-5750
Pt1000 width
Body size (123/46/55) mm U Capacitive Transm. 100mW Antenna QFH and
(H/D/W) polymer power Monopole
Boom ~88mm p MEMS Downlink 2.4 kbits™1 Ground N/A
length piezo-resistive rate GNSS
Housing Styrofoam GNSS GPS, L1 C/A, Freq. (400-406)MHz Check No ground check
167 ch. band tool

Remarks

No ground check is done before launch. The humidity sensor is protected from solar radiation and direct contamination
with water/ice by a cover/shield.

(a) Radiosonde ATMS-3710 (b) Sensor boom of ATMS-3710
(c) Antennas, posi- (d) Manufacturer & host team during lab campaign (e) Hanging sonde
tion 4 at the climate chamber

Figure 3.1: Azista photos
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3.2 CF-06-AH FROM AEROSPACE NEWSKY TECHNOLOGY CO., LTD.

Technical details of the radiosonde CF-06-AH and the associated ground system from the manu-
facturer Aerospace Newsky Technology Co., Ltd. are listed in Table 3.5. Pictures of the radiosonde,
the sensor boom, the antenna and the team during the laboratory campaign are shown in Fig-
ure 3.2.

Table 3.5: CF-06-AH GNSS Radiosonde and GPSTK Sounding System from Aerospace Newsky
Technology Co., Ltd.

Sonde Sensors Transmission Ground system
Weight 101g T Bead thermistor Band 15kHz Receiver CFL-GPS-]S
width Ground Receiver
Body (152/50/59) mm U Capacitive Transm. 100 mW Antenna CF-GPD-TX01
size thin-film polymer power Omni-directional
(H/D/W) + thermistor (UHF)
Boom =~116mm p No (calculated by Downlink 2.4 kbits™1 Ground
length GPS height) rate GNSS Global Positioning

System (GPS),
L1, Compass Bl

Housing Styrofoam GNSS Multi-GNSS Freq. (400-406)MHz Check CF-GPS-]C
band too/ Ground Check
set (with Pt1000)

Remarks

The humidity sensor is reconditioned during the manufacturer-prescribed pre-flight ground-check by controlled heat-
ing. The humidity sensor is protected from solar radiation and direct contamination with water/ice by a cover/shield.

(a) Radiosonde CF-06-AH (b) Sensor boom of CF-06-AH
(c) Antennas, posi- (d) Manufacturer & host team during lab campaign (e) Hanging sonde
tion 8 in the radiation lab

Figure 3.2: Aerospace Newsky photos
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3.3 DFM-17 FROM GRAW RADIOSONDES GMBH & CO. KG

Technical details of the radiosonde DFM-17 and the associated ground system from the manufac-
turer Graw Radiosondes GmbH & Co. KG are listed in Table 3.6. Pictures of the radiosonde, the
sensor boom, the antenna and the team during the laboratory campaign are shown in Figure 3.3.

Table 3.6: DFM-17 Multi-GNSS PTU Radiosonde and Groundstation GS-E from Graw Radiosondes
GmbH & Co. KG

Sonde Sensors Transmission Ground system
Weight 65g T Thermistor Band <12kHz Receiver GS-E
width Groundstation
Body size (99/45/68) mm U Heated capacitive  Transm. 100mW Antenna Omni-directional
(H/D/W) thin-film polymer power
+ T-sensor
Boom ~128 mm p No (calculated by Downlink 1.25kbits™! Ground GPS
length GNSS height) rate GNSS
Housing Styrofoam GNSS Multi-GNSS, (L1; Freq. (400-406)MHz Check Ground check
GPS, GLONASS, band tool/ through sonde;
Beidou) no separate tool

Remarks

The humidity sensor is reconditioned during the manufacturer’s ground-check by controlled heating. The humidity
sensor is heated during flight. The sonde is equipped with an additional temperature sensor which measures the
temperature of the humidity sensor. There is no cover/shield on the humidity sensor.

(a) Radiosonde DFM-17 (b) Sensor boom of DFM-17
(c) Antennas, posi- (d) Manufacturer & host team during lab campaign (e) Hanging sonde
tion 9 in the humidity lab

Figure 3.3: Graw photos
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3.4 HT-GTS(U)2-1 FROM TIANJIN HUAYUNTIANYI SPECIAL METEOROLOGICAL SOUNDING
TECH. CO., LTD.

Technical details of the radiosonde HT-GTS(U)2-1 (GTH3 for short) and the associated ground
system from the manufacturer Tianjin Huayuntianyi Special Meteorological Sounding Tech. Co.,
Ltd. are listed in Table 3.7. Pictures of the radiosonde, the sensor boom, the antenna and the
team during the laboratory campaign are shown in Figure 3.4.

Table 3.7: HT-GTS(U)2-1 GNSS Radiosonde and HT03G-1U GPS sounding system from Tianjin
Huayuntianyi Special Meteorological Sounding Tech. Co., Ltd.

Sonde Sensors Transmission Ground system
Weight 138¢g T Thermistor Band 50kHz Receiver GTC2
width
Body size (152/61/63) mm U Capacitive Transm. 100mW Antenna Omni-directional
(H/D/W) thin-film polymer power
Boom ~127 mm p MEMS Downlink 2.4 kbits™1 Ground Beidou
length piezo-resistive rate GNSS
Housing Styrofoam GNSS Beidou Freq. (401-406)MHz Check HT-GTC2-SS-I1C
band tool Ground Check
set

Remarks
The humidity sensor is protected from solar radiation and direct contamination with water/ice by a cap/shield.

(a) Radiosonde GTH3 (b) Sensor boom of GTH3
(c) Antennas, posi- (d) Manufacturer & host team during lab campaign (e) Hanging sonde
tion 2 at the climate chamber

Figure 3.4: Huayuntianyi photos
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3.5 IMET-54 FROM DIEL MET SYSTEMS (PTY) LTD. TRADING AS INTERMET

Technical details of the radiosonde iMet-54 and the associated ground system from the manu-
facturer Diel Met Systems (Pty) Ltd. trading as InterMet are listed in Table 3.8. Pictures of the
radiosonde, the sensor boom, the antenna and the team during the laboratory campaign are
shown in Figure 3.5.

Table 3.8: iMet-54 GPS Radiosonde and iMet-3400 Sounding System from Diel Met Systems
(Pty) Ltd. trading as InterMet

Sonde Sensors Transmission Ground system
Weight 84g T Glass bead Band 5kHz Receiver iMet-3400
thermistor width Receiver
Body size (122/30/66) mm U Heated capacitive  Transm. 150mW Antenna iMet-3400
(H/D/W) thin-film polymer power omni-directional
+ T-sensor
Boom ~105mm p No (derived by Downlink 4.8 kbits™1 Ground N/A
length GNSS height) rate GNSS
Housing Compostable GNSS Multi-GNSS Freq. (400-406)MHz Check Ground Check
bioplastic resin (D-GPS, band tool Unit (GCU)
GLONASS)
Remarks

The humidity sensor is dynamically heated during flight. The sonde is equipped with an additional temperature sensor
which measures the temperature of the humidity sensor. There is no cover/shield on the humidity sensor.

(<)

tion 1

Antennas,

(a) Radiosonde iMet-54

posi-

(b) Sensor boom of iMet-54

(d) Manufacturer & host team during lab campaign
in the radiation lab

Figure 3.5: InterMet photos

(e) Hanging sonde
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3.6 IMS-100 FROM MEISEI ELECTRIC CO., LTD.

Technical details of the radiosonde iMS-100 and the associated ground system from the manu-
facturer Meisei Electric Co., Ltd. are listed in Table 3.9. Pictures of the radiosonde, the sensor
boom, the antenna and the team during the laboratory campaign are shown in Figure 3.6.

Table 3.9: iMS-100 GPS Radiosonde and Ground System RD-18 from Meisei Electric Co., Ltd.

Sonde Sensors Transmission Ground system
Weight 43g T Glass bead Band 15kHz Receiver Ground system
thermistor width RD-18
Body size (131/53/55) mm U Capacitive Transm. 100mW Antenna Yagi
(H/D/W) thin-film polymer power
+ T-sensor
Boom ~87mm p No Downlink 1.2 kbits™1 Ground GPS
length rate GNSS
Housing Bio-degr. corn- GNSS D-GPS, 66 ch. Freq. (400-406)MHz Check Baseline
based material band tool Checker

Remarks

The sonde is equipped with an additional temperature sensor which measures the temperature of the humidity sensor.
The humidity sensor is protected from solar radiation and direct contamination with water/ice by a cover/shield.

(a) Radiosonde iMS-100 (b) Sensor boom of iIMS-100
(c) Antennas, posi- (d) Manufacturer & host team during lab campaign (e) Hanging sonde
tion 3 in the humidity lab

Figure 3.6: Meisei photos
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3.7 M20 FROM METEOMODEM

Technical details of the radiosonde M20 and the associated ground system from the manufacturer
Meteomodem are listed in Table 3.10. Pictures of the radiosonde, the sensor boom, the antenna
and the team during the laboratory campaign are shown in Figure 3.7.

Table 3.10: M20 GPS Radiosonde and SR10 System from Meteomodem

Sonde Sensors Transmission Ground system
Weight 37g T Thermistor Band 10.2kHz Receiver SR10 Receiver
width
Body size (97/42/62) mm U Heated capacitive  Transm. 150mW Antenna Omni-directional
(H/D/W) thin-film polymer power
+ T-sensor
Boom ~110mm p piezo-resistive, Downlink 4.8 kbits™1 Ground GPS
length not used in MDP rate GNSS
Housing EPS? GNSS GPS, L1 C/A Freq. (400-406)MHz Check Ground check
band tool device

Remarks

The sonde is equipped with an additional temperature sensor which measures the temperature of the humidity sensor.
The humidity sensor is protected from solar radiation and direct contamination with water/ice by a cover/shield.

@ Expanded Polystyrene (EPS)

(a) Radiosonde M20 (b) Sensor boom of M20
(c) Antennas, posi- (d) Manufacturer & host team during lab campaign (e) Hanging sonde
tion 5 in the humidity lab

Figure 3.7: Modem photos
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3.8 PS-B3 FROM VIKRAM SARABHAI SPACE CENTER, INDIAN SPACE RESEARCH
ORGANISATION

Technical details of the radiosonde PS-B3 and the associated ground system from the manufac-
turer Vikram Sarabhai Space Center, Indian Space Research Organisation are listed in Table 3.11.
Pictures of the radiosonde, the sensor boom, the antenna and the team during the laboratory
campaign are shown in Figure 3.8.

Table 3.11: PS-B3 GPS Radiosonde and Pisharoty Sonde system from VSSC, ISRO

Sonde Sensors Transmission Ground system
Weight 122g T Bead thermistor Band 12kHz Receiver Pisharoty Sonde
width Receiver
Body size (120/90/115) mm U Capacitive Transm. 50mW Antenna Monopole and
(H/D/W) thin-film power QuadriFilar Helix
polymer (QFH)
Boom ~278mm p No Downlink 768 bits~1 Ground N/A
length rate GNSS
Housing EPS GNSS GPS Freq. (400-406)MHz Check Ground
band tool Reference Unit

Remarks

The humidity sensor is protected from solar radiation and direct contamination with water/ice by a cover/shield. The
attached sonde body is inclined at a certain angle during flight. The radio antenna is relatively large.

(a) Radiosonde PS-B3 (b) Sensor boom of PS-B3
(c) Antennas, posi- (d) Manufacturer & host team during lab campaign (e) Hanging sonde
tion 10 in the radiation lab

Figure 3.8: VSSC photos
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3.9 RS41-SG FROM VAISALA 0OYJ

Technical details of the radiosonde RS41-SG (RS41) and the associated ground system from the
manufacturer Vaisala Oyj are listed in Table 3.12. Pictures of the radiosonde, the sensor boom,
the antenna and the team during the laboratory campaign are shown in Figure 3.9.

Table 3.12: RS41-SG GPS Radiosonde and Sounding System MW41 from Vaisala Oyj

Sonde Sensors Transmission Ground system
Weight 80g T Platinum resistor Band 8.1kHz Receiver Sounding
Pt1000 width System MW41
Body size (155/46/63) mm U Heated capacitive  Transm. 70mW Antenna Directional
(H/D/W) thin-film polymer power (UHF)
+ T (Pt1000)
Boom 111mm p No Downlink 4.8 kbits™1 Ground GPS
length rate GNSS
Housing EPS GNSS D-GPS, L1 C/A Freq. (400-406)MHz Check Ground check
band tool device RI41

Remarks

The humidity sensor is reconditioned during the ground check by controlled heating. The humidity sensor is per-
manently heated during flight. The sonde is equipped with an additional temperature sensor which measures the
temperature of the humidity sensor. There is no cover on the humidity sensor.

(a) Radiosonde RS41 (b) Sensor boom of RS41
(c) Antennas, posi- (d) Manufacturer & host team during lab campaign (e) Hanging sonde
tion 7 at the climate chamber

Figure 3.9: Vaisala photos
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3.10 WXR-301D FROM WEATHEX

Technical details of the radiosonde WxR-301D and the associated ground system from the man-
ufacturer Weathex are listed in Table 3.13. Pictures of the radiosonde, the sensor boom, the
antenna and the team during the laboratory campaign are shown in Figure 3.10.

Table 3.13: WxR-301D GPS Radiosonde and GPSTK Sounding System from Weathex

Sonde Sensors Transmission Ground system
Weight 71g T Dual NTC Band 25kHz Receiver WxRE-401
thermistor width Ground Receiver
Body size (95/42/64) mm U Capacitive Transm. 100mW Antenna WxAS-501
(H/D/W) thin-film polymer power Full-wave
Quadrifilar Helix
Boom ~121mm p No Downlink 4.8 kbits™1 Ground GPS
length rate GNSS
Housing Styrofoam, GNSS GPS Freq. (400-406)MHz Check Ground Checker
Plastic band tool
Remarks

The sonde has a dual temperature sensor with a “white” (aluminium coated) and a “black” (dark-coated) sensor for
direct estimation of the radiation error. The humidity sensor is protected from solar radiation and from contamination
by water or ice by a cover.

(a) Radiosonde WxR-301D (b) Sensor boom of WxR-301D
(c) Antennas, posi- (d) Manufacturer & host team during lab campaign (e) Hanging sonde
tion 6 in the radiation lab

Figure 3.10: Weathex photos
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4 IMPLEMENTATION OF THE CAMPAIGN

4.1 LOCAL SITE — THE LINDENBERG METEOROLOGICAL OBSERVATORY

4.1.1 The observatory — general overview

The Lindenberg Meteorological Observatory — Richard Assmann Observatory (MOL-RAOQO) is one
of two research observatories operated by DWD?! within its Research and Development depart-
ment. MOL-RAO was founded in 1905 as the Royal Prussian Aeronautical Observatory by Richard
Assmann, who is also known as the inventor of the aspiration psychrometer and as discoverer of
the stratosphere together with the French scientist Teisserenc de Bort.

For over 100 years, the activities at the observatory mainly focused on the vertical profiling of the
atmosphere (aerology). In the beginning this was done using captive balloons and kites, from the
1930s onwards using radiosondes and, for the last 30 years, increasingly with the help of ground-
based remote sensing methods such as radar and lidar. The current world high altitude record
of 9750 m Above Mean Sea Level (AMSL) for kite ascents was established at the observatory on
1 August 1919.

Other current research activities at MOL-RAO are focused on measurement programmes for the
study of solar and terrestrial radiation, and on the processes involved in the interaction between
the Earth’s surface and the atmosphere. The data collected by the observatory’s measurement
programmes are used to produce a reference data set, the ‘Lindenberg Column’, for characterising
the vertical structure of the atmosphere from the surface up to the stratosphere.

The observatory participates in various international and national scientific programmes and part-
nerships. In the context of international programmes, the data obtained in Lindenberg make a
significant contribution to the monitoring of the earth’s climate and are also used to calibrate satel-
lite sensors and to verify weather prediction and climate models. Scientists at the observatory
also test new sensors and observing systems in view of their potential operational deployment in
the DWD’s observation network.

Further information on the fields of work and research (aerology, ground based remote sensing,
atmospheric boundary layer processes, solar and terrestrial irradiance measurements) as well
as on the GCOS Reference Upper-Air Network (GRUAN), whose Lead Centre is located at the
observatory, can be found in the Appendix F.1.

4.1.2 Geographical location and local climatology

Lindenberg observatory (¢ = 52°13' N, A = 14°7'E) is located in central Europe in the Northeastern
part of Germany (see map in Figure 4.1) approximately 50 km south-east of the Berlin Metropoli-
tan area. Lindenberg, part of the municipality of Tauche, lies on the federal road B246, between
the towns Storkow and Beeskow. The observatory and the weather station are on the northern
edge of the village, situated around a small hill which forms the highest elevation in the area. The
top of the hill reaches an altitude of 122 m Above Mean Sea Level (AMSL), whereas the weather
station resides at 98 m AMSL. The landscape around Lindenberg is characterised by undulating
plateaus formed by terminal moraines at the end of the last glacial period. The elevation varies
between 40 m to 130 m AMSL and tends to slope downwards to an altitude of 40 m AMSL towards
the South and West. These lower lying areas harbour lakes (Scharmiitzelsee, Kossenblatter See),
and further east are lowlands formed by the Spree river. Lindenberg lies in the inland lowland
area, far from the coast with predominantly continental influence.

OSCAR/Surface (Observing Systems Capability Analysis and Review Tool) can be used to get
further standardised information on this site?.

LlGerman weather service: https://www.dwd.de
2https://oscar.wmo.int/surface/#/search/station/stationReportDetails/0-20008-0-LIN
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Figure 4.1: Location of the Lindenberg Meteorological Observatory (Germany) in Europe (modi-
fied based on https://commons.wikimedia.org/wiki/File:Germany_in_Europe_(relief).svg, TUBS,
CC BY-SA 3.0 https://creativecommons.org/licenses/by-sa/3.0, via Wikimedia Commons)

The monthly mean surface temperature (1961 to 1990) varies between —1.2°C (January) and
17.9°C (July), and the mean annual precipitation is 563 mm. The annual precipitation has a
primary maximum in summer and a secondary maximum in December while the minima are in
February and October. A climate diagram of MOL-RAO is shown in Figure 4.2.
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Figure 4.2: Climate diagram for Lindenberg, surface temperature (red trace) and precipitation
(blue bars). Climate reference period: 1961 to 1990.

An overview of the vertical atmospheric profile over Lindenberg and its seasonal cycle up to the
middle of the stratosphere is shown in Figure 4.3. It shows a time series of monthly means of
nighttime temperature and relative humidity on a 1km vertical grid for the last 6 years based
on RS41 radiosonde data (GRUAN Data Product). Both plots show that during the campaign
summer 2022 the conditions in the free atmosphere were similar to previous years, with no
striking anomalies.

The typical profile over Lindenberg in August-September is characterised by a daytime surface
temperature of 25°C (298K), a —60°C (213 K) cold tropopause at approximately 12 km altitude
and a temperature of —40°C (233K) at 35km.

4.1.3 Site description

Various buildings and measurement sites are present on the MOL-RAO grounds; those relevant
to the campaign are indicated in Figure 4.4.
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(a) Temperature

(b) Relative humidity

Figure 4.3: Vertically gridded (1 km) monthly means (00 Coordinated Universal Time (UTC)) of
temperature and relative humidity profiles (RS41-GRUAN Data Product) at Lindenberg for the
period 2017 to 2022.

During the field campaign, meetings were held in the conference room in building @, which was
also used for taking meals. A second room in the same building was used as working space for
data processing, preliminary analysis, and monitoring of the campaign’s progress and statistics.
The training sessions preceding the start of the actual sounding period took place in various rooms
of building @ as well as in the neighbouring office building.

During the field campaign, the balloon hangar @ was used as the central facility for all operations
with regard to sonde and rig preparations and flight monitoring (Section 4.1.5). The radiosonde
antenna array (3) and the actual launch site (4) were located close to the hangar (Sections 4.1.6
and 4.1.7). The ground systems of the GDP radiosondes were located and operated in a separate
building , where also Lindenberg’s operational radiosoundings are performed. The historic
winch house (round building on the map in Figure 4.4) on the top of the hill is a monument for
the more than 100-year long history of aerology in Lindenberg.

The laboratory facilities used during the laboratory campaign are located in the buildings @ and
@ (more details in Section 4.1.4). Other relevant measuring instruments (e.g. remote sensing)
are indicated by and @, among others (see also Section 4.4).

Figure 4.5 shows an aerial photo of the observatory grounds during the field campaign. In the
foreground, from left to right, are the radiation building (housing the radiation laboratory), the
historical winch house, another radiation measurement platform, the launch site, the antenna
array, and the balloon hangar. In the background, the building for operational routine and GDP
sonde preparation can be seen in front of the village on the left, and to the right the building
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Figure 4.4: Map of the observatory grounds. Numbered marks indicate facilities involved in the
campaign: (1) conference hall, (2) balloon hangar, (3) antenna field, (4) launch site with launch
pad and ground weather station, @ building with laboratory facilities for humidity and climate
chamber tests, @ radiation measurement building with laboratory for radiation experiments, Q
station for operational radiosoundings; preparation of GDP radiosondes, LIDAR building, (9)
wind profiler.

housing the humidity laboratory and the climate chamber.

4.1.4 Laboratories

The observatory hosts extensive laboratory facilities for different research areas. In connection
to GRUAN activities, several laboratory setups have been developed to characterise radiosonde
sensors under controlled conditions. These setups, including a humidity laboratory, a climatic
chamber, and one for radiation tests, were used extensively to assess the performance of the
participating radiosondes during the laboratory phase of the campaign. A brief description of the
setups is given in the following subsections.

4.1.4.1 Humidity laboratory

The humidity laboratory (located in building @) focuses on assessing the performance of the ra-
diosonde’s humidity sensors. The measurements are performed at room temperature and pres-
sure, and use Standard Humidity Chambers (SHCs) to generate a stable humidity environment
at six well-defined levels in the range of 0 %RH to 100 %RH. The humidity levels are created by
utilising fundamental physical-chemical properties of certain salts, eliminating the need for using
humidity generators precise measurement instruments (see Chapter 5).

4.1.4.2 Climatic chamber laboratory

The climatic chamber, located in building @, was used for measurements at low temperatures.
The climatic chamber setup was used to determine the response time (time lag) of the humidity
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Figure 4.5: Aerial view of the observatory site towards southwest at the time of the campaign.

sensors to sudden changes in humidity at temperatures between —75°C and room temperature,
and to assess the calibration uncertainty of the temperature sensors. See Chapter 6 for a detailed
description of the measurements and the setup.

4.1.4.3 Radiation laboratory

The Simulator for Investigation of Solar Temperature Error of Radiosondes (SISTER) setup to
investigate the sensitivity of the temperature sensor to shortwave radiation (Chapter 7) is located
in building @ SISTER is designed as a 2m large wind tunnel in which the radiosonde to be
tested is installed. With this set up it is possible to simulate radiation, pressure, and ventilation
conditions that a sonde is exposed to during ascents at altitudes between the surface and 35km;
a Xenon-arc light source provides a beam of artificial Sunlight. This setup was used to develop
the radiation correction applied in the GRUAN Data Product for the RS41 radiosonde (von Rohden
et al., 2022).

4.1.5 Balloon hangar

The balloon hangar was originally built after foundation of the observatory and served as prepa-
ration and storage space for meteorological kites (building @ in Figure 4.4). According to the
space required for the work with the kites, the hangar was built large (approx. 24 m x 10 m wide
and >7 m high). Nowadays it is used to fill balloons and for the preparation of payloads for all
kinds of balloon sounding activities at the observatory. Using the available space and the central
location close to the launch site, most of the activities during the field campaign took place in the
balloon hangar.

Figure 4.6 shows the layout of the work environment inside the balloon hanger (floor altitude
110.5m AMSL). The ground systems of all manufacturers were set up in the left part (see
markings @ to ). Each manufacturer was assigned a workplace for operating two sounding
systems (altitude of the top of the worktables 111.2m AMSL). After the end of the soundings,
the profile data were downloaded from the sounding computers (without network connection)
by the operators, handed over to the campaign team using colour-coded USB? sticks that each
were assigned to a specific system, and subsequently uploaded to the data collection terminal

3Universal Serial Bus (USB)
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Figure 4.6: Design of the interior of the balloon hangar during the campaign (approx.
24m x 10 m wide and >7 m height), with markings and descriptions of the relevant objects and
setups: (1) to 10 - Working tables for participants with space for 2 ground systems each; (A) -
Entrance; (B) - Supervisor station; @ - Set of five SHCs to perform independent ground checks
at 100 %RH; @ - Large screen for current information (e.g. briefings, flight data); @ - Central
terminal for data collection; @ - General information boards; - Rig preparation area 1 (with
stand); (H) - Balloon filling system; (1) - Rig storage (up to ten); (3) - Hangar doors (gate for
ready-to-fly balloon rigs); ® - Rig preparation area 2 (suspended from the ceiling by hook and
line); @ - Small storage and shelf for tools and aids; @ - Balloon storage and preparation
compartment (incl. oven, refrigerator and GNSS signal repeater amplifier); @ - Projector for
displaying current measurement values of SHCs; @ — Uninterruptible Power Supply (UPS); @ -
Incoming cables from antenna array (max. 100 m); @ - GNSS signal repeater antenna.

@. @ denotes a linear arrangement of five Standard Humidity Chambers (SHCs) to perform
independent ground checks of the radiosondes’ humidity sensors at 100 %RH relative humidity.
A pressure sensor (PTB330) was installed at the same height as the SHCs (111.8 m AMSL) to
provide air pressure measurements during the launch preparation. The supervisor desks were
next to the entrance (). The supervisors were in charge of the shifts and directed and managed
all activities. The campaign rigs were prepared and balanced at @ and @ A limited supply of
rigs was stored in the balloon hangar, lasting for the next two to three sounding days (@). The
balloons were stored in @, and prepared and inflated at the filling table @

The entire electrical system in the balloon hangar was buffered by a central Uninterruptible Power
Supply (UPS) (@). The manufacturers’ receiving systems and computers were by default discon-
nected from the internet to guarantee independent data collection. However, internet access was
granted in special cases by the campaign leads to enable troubleshooting of malfunctioning sys-
tems (see Appendix G). Permanent (secured) network access was available for the supervisors’
computers and for the data transfer computer.

To support Global Navigation Satellite System (GNSS) signal reception in the balloon hangar, a
repeater system was installed at the beginning of the phase of system setup and operator training
(see Figure 4.10) and was in use for all soundings between 2022-08-09 10:15 UTC and the end
of the sounding phase. The frequency response was optimised for the GPS frequency band L1.
The main repeater system components included an active GNSS signal receiving antenna (Vaisala
GPS Antenna GA31) mounted on an observation tower approx. 26.5m above the ground next
to the balloon hangar (see Figure 4.5), a low-noise signal amplifier (KUHNE KU LNA 1575-50)
supplied with a voltage of 7V at 70mA current, and a downward directed repeating antenna
(Vaisala GA45015) inside the hangar approximately 5m above the floor (115.5m AMSL), see
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markings (M) and (Q) in Figure 4.6. The GNSS signal was forwarded from the receiving antenna
via a 130 m coaxial antenna cable (Vaisala CBL210400) and a signal splitter (ETL Systems Ltd.
COMO02S1P-2599-N5N5) to the amplifier, and the amplified signal passed a 10 m coaxial cable
(type Aircell 7) to the repeater antenna. The output level of the GPS repeater was adjusted to
prevent positive feedback from the receiving antenna in the tower.

4.1.6 Antenna array

An array of manufacturer antenna systems was set up for the duration of the field campaign. It
was located on a 20 m long stretch along the footpath from the balloon hangar to the winch house
(@ in Figure 4.4). The top end of the antenna array was approximately at the same height as the
launch pad (@). The array was divided into 10 equally sized sections of approx. 2m x 2m. The
sections were numbered from 1 to 10, starting on top close to the launch pad. Each participant
was assigned per lot one of the sections for setting up, anchoring, and grounding their antennas
for radiosonde telemetry and GNSS. The antenna cables were led on the ground into the balloon
hangar by a cable route (@ in Figure 4.6). The largest distance between the hangar and the top
of the antenna array was less than 100 metres.

Figure 4.7: Antenna array

4.1.7 Launch site

A 2 m pole was installed at the launch site (@). On the top of the pole a horizontal 30 cm diameter
disc was mounted, on which the rigs were placed for launch. This was to ease the attachment of
the radiosondes to the rig and to ease the launch procedure, and to ensure a fixed, well-defined
launch altitude for all flights during the field campaign. The rigs were secured with removable
clamps, and the disc could be rotated, to accommodate changing wind direction.

With the rig firmly and stably fixed on the launch pad, the radiosondes could comfortably be tied
to the rig using already attached strings. As will be discussed extensively in Appendix F.3 the
string length was such that the temperature sensor of the radiosondes was 70 cm below the tip
of the rod. In this position, the altitude of the radiosondes was 120 m AMSL.

After removing the clamps, the rig was ready for launch. During launch, the released balloon
lifted the rig from launch pad, without being held by an operator. With a string length of 70cm the
separation between the radiosonde and the ground was approximately 1 m, which was generally
sufficient to prevent the radiosondes from touching the ground during launch. There were one
or two launches under special (unusual) conditions where some of the radiosondes came into
contact with the ground (see Section 8.2.4).
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(a) Day flight (b) Night flight

Figure 4.8: Rigs on the launching pad ready for the launch

4.1.8 Surface observations

The information on surface weather during the field campaign was obtained from manual obser-
vations of the manned weather station at the observatory (@ in Figure 4.4) and from data of
an Automatic Weather Station (AWS) for the measurement of atmospheric state variables next
to the launch site (see Figure 4.9). Continuous AWS readings as well as time-fixed surface ob-
servations at launch time were provided to the operators in the balloon hangar and to the GDP
operators using an internal website.

The AWS sensors for temperature, humidity, wind direction and wind speed were mounted on a
mast about 10 m southwest of the launch site at a height of 2m to 2.5m above ground (sloping
terrain). The AWS-sensor for barometric pressure was located on a second mast about 15 m from
the launch site in the same direction and at a height 70 cm lower than the launch pad, also 120 m
AMSL. This height corresponded to about the position of the radiosondes on the rig at launch.
The time resolution of the AWS was 1 Hz.

Manual observation according to WMO guidelines included cloud cover and horizontal visibility at
launch time, as well as continuous detection of weather events.

A control software handled automated data retrieval from the AWS via a local area network and
allowed manual entry of coded manual observations via web pages. After the official launch
time was set by the sounding supervisor, collected AWS data and manual observations were
time-assigned and published as surface weather for the respective sounding.

4.2 LABORATORY STRATEGY AND SCHEDULE

4.2.1 Strategy

As mentioned in Section 2.1, laboratory testing is compulsory for all participating radiosondes and
constitutes an integral part of the UAII campaign. Factors that may lead to substantial systematic
errors in radiosonde measurements, and that can be investigated with reasonable effort under
laboratory conditions during the campaign, are the sensor calibration, the sensor behaviour at
low temperatures, and short-wave (solar) radiation. Each radiosonde model was subjected to
standardised tests in each of four distinct experiments using three setups:

LABH* Performance and calibration of the humidity sensor at room conditions (Chapter 5),
LOWT? Calibration of the temperature sensor at atmospheric temperatures (Chapter 6),

TLAG® Response behaviour of the humidity sensor with focus on low temperature conditions
(Chapter 6),

4Humidity sensor performance at room conditions (LABH)
STemperature sensor performance at low temperatures (LOWT)
6Time lag behaviour of the humidity sensors (TLAG)
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Figure 4.9: Automatic Weather Station main components: ®+@ - Wind speed and wind di-
rection sensors of the series “Classic” (Adolf Thies GmbH & Co. KG), @ - temperature sensor
PT100 (Theodor Friedrichs & Co. Meteorologische Gerate und Systeme GmbH) and humidity sen-
sor HMP45D (Vaisala) in a lamellar shelter LAM 630 (Eigenbrodt GmbH & Co. KG.), @ - baro-
metric pressure sensor PTB330 (Vaisala) in a non-sealed housing and @ - data logger CR1000X
(Campbell Scientific Ltd.) in an enclosure.

RADI’ Sensitivity of the air temperature measurement to solar irradiance (Chapter 7),

where the LOWT and TLAG tests were performed with the same radiosonde units in one pass
within the same setup. Standardisation means that measurements with selected but equal mea-
surement parameter settings and conditions are set up as mandatory minimum program for all
radiosondes.

The experimental facilities for radiosonde testing and sensor characterisation are located in sep-
arate laboratories at the Lindenberg site (see Figure 4.4). These facilities and test setups were
developed over the last decades as part of the routine activities for data quality assurance, and
became increasingly important in the framework of GRUAN, whose basic ideas include the evalu-
ation of data quality based on independent instrument characterisation, metrological traceability,
and comprehensive evaluation of measurement uncertainties. More details on the motivation as
well as descriptions of the setups and implementation of the test procedures are given in the
respective chapters 5-6.

Due to time restrictions a compact measurement program was defined, that could be performed
for all participants alike within a reasonable amount of time in the framework of the campaign.
Consequently, this limited test program does not constitute a full characterisation of the ra-
diosonde, but it serves to provide a first assessment of the radiosonde’s sensors. It is important
to note that in all experiments only calibrated raw data without any corrections or further pro-
cessing are evaluated. The results are suitable for providing an overview of the sensor/sonde
behaviour under the conditions realised during the experiments. The results may be useful for the
manufacturers with regard to understanding or confirming the characteristics, and they will help
with the evaluation of the atmospheric profiles taken during the sounding part of the campaign.
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Figure 4.10: Timeline of the campaign activities in Lindenberg. The grey blocks represent the
laboratory test phases together with the name of the manufacturer(s) present. The coloured
block represents the field campaign. In the first week of August Lindenberg staff performed the
final preparations (orange). Manufacturer staff was present during the lab phases and from 8 to
16 August to set up their systems for the field campaign and to train the operators (yellow). The
campaign soundings were carried out from 16 August to 13 September, 2022 (green).

4.2.2 Schedule

The original intention was to carry out the laboratory tests for the 10 participating manufacturers
independent of, and before the actual field campaign phase, in five blocks of two-week dura-
tion each, with two participants in parallel. Due to SARS-Covid-19 related travel restrictions and
quarantine regulations in Germany and the home countries of the manufacturers, this schedule
had to be adapted. As a result, seven laboratory slots were carried out: three with two man-
ufacturers on site in parallel, and the remaining four with only one manufacturer. Three slots
were took place after the field campaign, so that the lab activities extended over the period from
February 2022 to January 2023. The actual time sequence of the laboratory activities is shown
in Figure 4.10.

The manufacturer teams operating their radiosonde systems consist of up to three members.
The lab activities are supported and supervised by (at least) a technician and a scientist of the
UAII team in all experiments, who also operate the laboratory systems.

Within the blocks of 10 working days, the first day is foreseen for unpacking, material and system
checks by the manufacturers. Subsequently, three days are allocated for the experiments in each
of the three laboratories. The experiments are carried out alternately if two manufacturers are
present at the same time. The first day in each experiment is in general reserved for experiment
specific preparation (e.g. sonde installation in the setups) end testing activities. Measurements
following the mandatory program are usually carried out during the second day, and continued
on the third day, if necessary. Once the mandatory (standard) program is completed, further
tests can be carried out in consultation with the manufacturers if time is available. Deviations
from this scheme can be agreed with the manufacturers as long as the completion of the manda-
tory program is ensured. Table 4.1 summarises the basic schedule of a two-week laboratory
experiment phase in the presence of two manufacturers.

7Radiation sensitivity of air temperature measurement (RADI)
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Table 4.1: Typical sequence of a two-week laboratory phase with two manufacturers in parallel.

Day Topic Manufacturer 1 Manufacturer 2
Mo Welcome & Setup Setup & test Setup & test
Tu Preparation 1 LABH RADI
We Experiment 1 (day 1) LABH RADI
Th Experiment 1 (day 2) LABH RADI
Fr Preparation 2 TLAG & LOWT LABH
Mo Experiment 2 (day 1) TLAG & LOWT LABH
Tu Experiment 2 (day 2) TLAG & LOWT LABH
We Preparation 3 RADI TLAG & LOWT
Th Experiment 3 (day 1) RADI TLAG & LOWT
Fr Experiment 3 (day 2) RADI TLAG & LOWT

4.3 SOUNDING STRATEGY AND SCHEDULE

4.3.1 Independent operators

One explicit goal of the Lindenberg Upper-Air Instrument Intercomparison, contrary to previous
WMO intercomparisons, was to enable an evaluation of the participating radiosonde systems
independent of the manufacturers. Thus radiosonde manufacturers were asked to set up and
test their systems and then to leave the campaign site for the remainder of the field campaign.
Instead the systems were operated by independent operators, who were selected by the project
team following a call by WMO inviting Members to nominate candidates. The operators were
trained by the radiosonde manufacturers at the beginning of the field campaign and operated the
systems independently and without involvement of the manufacturers. Therefore, this campaign
was conducted as a blind intercomparison.

Out of 49 nominations, ten operators were selected by WMO and the project team. Selection
criteria included basic meteorological technician training, previous experience with at least one
radiosonde system, sufficient English language skills, and the ability to stay at Lindenberg for the
duration of the campaign. WMO recognised that this campaign served as international capacity
building and preference was given to nominations of operators from developing countries.

Nine operators were able to travel to Lindenberg to support the operations of the intercomparison.
One operator, who had been selected, had to be replaced on very short notice by a backup
operator from the staff of the Lindenberg observatory. Countries represented by operators (see
Appendix P) were

* Egypt

o Fiji

e Germany (backup recruited from staff of Lindenberg Observatory)

¢ Philippines

e Seychelles

e South Africa

e Trinidad and Tobago

e Tunisia

e Vietnam

e Zimbabwe

39



PART I. WMO'S 2022 UPPER-AIR INSTRUMENT INTERCOMPARISON

All operators had previous experience with one or several of the participating soundings systems.
However, all operators were assigned to manufacturers with which they had no prior experience.
This assignment was done to allow an evaluation of the usability of sounding systems that was
not affected by the operator’s previous experience with their systems. All operators worked
with two different systems, one of which had participated in a previous intercomparison or had
international market share and another, which typically had not previously participated.

During the first week of the campaign, manufacturers set up their systems, installed telemetry
and GNSS antennas on the designated spots within the antenna field (Section 4.1.6), and con-
figured their receiving systems. This week also provided time for the manufacturers to train the
operators assigned to their systems. All operators received written instruction material and in
person instructions on the operations of the soundings systems, including some basic trouble-
shooting procedures in case unexpected issues were to arise during the sounding phase of the
field campaign. In addition to the WMO selected operators, some staff members of Lindenberg
Observatory and some project team members were also trained in case backup operators were
needed to substitute any of the primary operators.

The staff of Aerospace Newsky Technology Co., Ltd. (China) arrived late at Lindenberg due to
unexpected travel delays, missing most of the first week. To prevent delay of the campaign
schedule, the task team member who was overseeing the operator training took care of parts of
the operator training in this case.

At the end of the setup and training period, the project team confirmed that all manufacturers
were satisfied with the level of expertise of the operators. The project team also confirmed that
all operators were satisfied with the training they had received. Communication channels were
established to handle unexpected system malfunctions during the blind phase of the intercompar-
ison. These communication channels involved the project team to guarantee the ongoing blind
intercomparison.

All manufacturers departed Lindenberg prior to the beginning of the formal intercomparison.
This phase of the campaign was conducted entirely by the independent WMO operators. The
manufacturers received only the sounding data from their own systems and were asked to verify
proper operation and to contact the project leads in case of issues. Apart from the manufacturer-
interactions listed in Appendix G no serious concerns regarding the independent operation of the
systems were raised during the field campaign.

This novel approach guaranteed a blind evaluation of the sounding systems where the perfor-
mance of the systems was determined by the setup and configuration of the systems, and asso-
ciated documentation.

4.3.2 Sounding strategy and rig configuration

In the practical implementation, the soundings were designed according to the following criteria.

e Measurements of the same atmospheric column using different radiosonde models at the
same time under virtually identical conditions, separately for the relevant parameters.

e In parallel, independent measurements with fully characterised instruments whose data
products are transparent, and in this sense considered as references.

e Equal treatment of all participant radiosondes.

e Appropriate humber of soundings for a data set as representative as possible and valid
statistics.

e Estimation of measurement repeatability for each participant radiosonde,
e Comparable number of profiles at day and night time.

Radiosonde models for which a GRUAN Data Product (GDP) exists were used as reference instru-
ments for all parameters measured with radiosondes (Sections 4.3.9 and 4.3.10).

As stipulated in Chapter 12.8.1 of WMO-No.8-Vol.I (2021), the radiosondes to be compared shall
ascend simultaneously, suspended from the same balloon, so that the same air is sampled by all
radiosondes under virtually the same conditions. For this purpose, rigs were designed ensuring a
uniform way of suspending the radiosondes. However, several requirements and practical aspects
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had to be taken into account for the design of the rigs and also for the sounding strategy (number
and sequence of flights):

e The weight of the entire balloon chain including payload and balloon should not exceed 4 kg
according to the specifications of the air traffic control in Lindenberg.

e The physical size of the rigs is limited for reasons of manageability and stability.

e The behaviour of the radiosondes attached to the rig should be as similar as possible to
that of operational individual soundings, and at the same time the measurements should be
influenced as little as possible by the rig (contamination).

¢ Enough separation between the individual radiosondes to prevent collisions in flight and to
reduce the risk of radio interference between radiosondes

e The implementation of twin soundings for repeatability studies requires simultaneous oper-
ation of a second receiver system.

In the months before the UAII 2022 field campaign, various rig prototypes were built and tested.
The final design was a star-shaped construction with 10 arms made of bamboo sticks of 180cm
length, connected to a common central wooden disc (see Section 4.3.4). As a result, the diam-
eter of such a rig was about 360 cm. The radiosondes were attached to the end of the rods with
70 cm long strings. With this configuration, free rotation and swinging of the radiosondes was en-
sured, and the horizontal distance between the radiosondes was large enough to make collisions
of neighbouring radiosondes unlikely. It was not possible to test in advance the electromagnetic
compatibility of the participating radiosondes, but the separation between neighbouring radioson-
des on the rig is similar to that for the regular research and intercomparison soundings that are
performed in Lindenberg, and for which no issues with interference occur. The suspension length
was sufficient to keep the contamination risk from the bamboo rods low (see Appendix F.3).

The rigs provided a good compromise between the number of radiosondes that could be launched
together, and the practical manageability during preparation and launch. Given the original num-
ber of 12 manufacturers selected for the campaign, and in addition up to three independent GDP
radiosondes attached to the same rig as the participating radiosondes, it was clear that the sound-
ings had to be distributed over two rigs. This fact did not change with the task team’s decision
to use only two GDPs (Section 4.3.9), and with the final number of 10 manufacturers reduced to
ten before the start of the campaign. As a consequence, the rigs consisted of:

e Two slots for GDP radiosondes.

¢ Five slots for radiosondes to be tested (called "DEFAULT").

e Up to three (optional) slots for doubling selected radiosondes (called "“TWIN").
Empty slots were filled with dummy weights to balance the rig, if necessary.

The fact that not all radiosondes could be flown on the same rig was accounted for by the con-
cept of comparison with the same GRUAN reference radiosondes. Alternate doubling of selected
participant radiosondes on a rig ("TWIN") was done for the investigation of calibration stability
and uncertainty (repeatability), using the second ground system provided by the manufacturers
for the doubled radiosonde models.

The Cryogenic Frost point Hygrometer (CFH) was launched as stratospheric water vapour (hu-
midity) reference instrument once per week under its own balloon at the scheduled time but
instead of a normal campaign flight of participant radiosondes, on a special rig together with
the same two GDP sonde models as for participant soundings. Due to its weight and special rig
construction, the CFH could not be combined with the radiosondes setups. The limited number
of CFH soundings is justified with the efforts and costs of recovery, which is required because
of the financial value and re-usability of the instrument. The CFH setup was called "RESEARCH"
(Section 4.3.11).

Main goal: The campaign aimed at completing at least 15 successful daytime and 15 suc-
cessful nighttime flights for each participating radiosonde model. This number represents
a practical compromise to achieve sufficient statistical validity with the available resources
and time during the campaign.
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4.3.3 Launch schedule

The considerations on setting up a daily sounding regime took into account the following aspects:
e Duration of a sounding.

The (changing) radiation in the planning of daytime and nighttime soundings.
¢ Parallel soundings of more than one balloon chain.
e Aim at equal ratio of daytime and nighttime soundings.

Scheduling of rest breaks for staff.
¢ Division of the campaign team into day and night shifts.

Criteria for cancelling flights.
These questions will be discussed one by one in the following.

Duration of a radiosounding

Following steps were taken into account:
¢ Briefing of the team - 15 min.
e Preparation by the operators incl. attachment of the radiosondes to the rig — 45 min.
e Ascent part of sounding (until the burst point) — ca. 90 min.
e Descent part of sounding (after burst point until landing) - ca. 60 min.
e Follow-up incl. data handover - 30 min.

In total, this results in a duration of approximately 240 minutes or 4 hours for a complete sound-
ing. If soundings are not to overlap (limited availability of radio-frequencies) and no breaks are
required in between, then a maximum of 6 flights per day (24 h) would in principle be feasible.

In addition, a specific planning time for the supervisor was required every 12 hours, which lasted
60 minutes.

Daytime and nighttime conditions

Both the times of sunset and sunrise shifted in opposite directions by more than one hour over the
targeted period of the sounding campaign. Daytime hours decreased from more than 15h to less
than 13 h, meaning that in the first part the time available for nighttime flights was increasing,
but still significantly shorter that for daytime flights. It should be noted that the light conditions
(solar elevation, sunset, sunrise) at the actual position of the ascending balloon chain will differ
to some extent from those at the launch site because of the horizontal drift and in particular the
quick rise. That is, for example, a radiosonde launched shortly after sunset at the launch site
may still be illuminated later during the flight. For this reason, it was ensured that the Sun was
at least 5° to 6° below the horizon after sunset at the time (and site) of launch, and at least 5°
to 6° above the horizon after sunrise.

Table F.1 summarises these considerations for the time of the campaign. To achieve parity, and
also in terms of a reasonable workload, two daytime and two nighttime flights within 24 h were
scheduled throughout the campaign.

Parallel soundings with more than one rig

In principle, the number of available frequency slots was sufficient to carry out soundings with
20 radiosondes simultaneously. This means that, in order to save time or increase the num-
ber of soundings, two rigs with the maximum possible ten radiosondes each could be launched
simultaneously. However, there is a number of limiting factors that led to the decision that, in
practice, soundings were only carried out with one rig (<10 radiosondes) at a time. These factors
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include that the transmission frequencies of some radiosondes could not be freely set to arbi-
trary values. Furthermore, selected (and variable) frequency ranges could not be used because
they were reserved for other purposes, e.g. routine soundings in Lindenberg and neighbouring
stations in Germany and Poland, or military. Narrow frequency ranges also increase the risk of
interference effects due to the very different bandwidths of the various sonde models, especially
before and during the launch phase. This could not be fully tested in the run-up to the campaign.
Another important aspect is limited available personnel for preparation of the radiosondes and
operation of the sounding systems, in particular if two (different) systems are to be operated
simultaneously.

Break management

During day shifts (see next paragraph), a regular lunch break was arranged. During night shifts,
no distinct break was agreed for the sake of more flexibility and the possibility to shorten the
shift according to the actual progress of the sounding activities.

During a campaign day intensive and less intensive phases alternate. The preparation phase,
the launch, and the subsequent first phase of the ascent are more intense, followed by a quieter
phase until balloon burst or landing (if data record extended to descent). Another rather busy
phase starts with the completion of the sounding and the download, check, and submission of
the data. In summary, there was enough space to divide the time and also to use “free” times
as a break.

The aim was to follow the official DWD working time rules so that all people involved should be on
duty for at most 10 hours a working day. The weekends (Saturday and Sunday) were “in principle
free”. However, they were reserved (and in parts used) as alternative working days to meet the
campaign targets as far as possible in case previous soundings had to be cancelled during the
week.

Day and night shifts

Due to the specification of two day and two night soundings within 24 h, a two-shift working
time system was set up. Each shift was performed by a team of at least 11 members, with the
following distribution of tasks.

e Supervisor — Overview of all activities, briefings, decision maker.
e Assistant of supervisor — Supervisor support, management of SHC ground checks.

e Rig manager - Rig preparation, incl. balancing, transport to launch site, radiosonde attach-
ment.

¢ Balloon manager - Preparation and handling of the balloon.

e GDP operator - Preparation of the two GDP radiosondes.

¢ Five independent operators — Preparation of one or two participant radiosondes.
o Data manager - Monitoring of data delivery, consistency checks.

In order to achieve as equal a number of flights as possible with each participant sonde over the
entire campaign, the aim was to maintain a balance during each day and night shift. This should
ensure equal treatment even in the case of potential flight cancellations and avoid the situation
where more than two participant radiosondes of the same type have to be flown on one rig.
To achieve this, the 10 participating radiosondes were divided into two groups of 5 radiosondes
each, and these two rigs were launched during each shift. Accordingly, the 10 operators were
trained to operate systems for two sonde types.

Other members of the team were trained in specific tasks beside the regular responsible parties so
that at least to a certain degree backup personnel were available in cases of unexpected absence
of campaign team members. This was important in particular for the participant sonde systems,
where in addition to the two designated operators two other team members were trained for
these systems.
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Criteria for cancellation of flights

The following criteria, situations, or predictions analysed in advance of a launch could lead to the
decision to cancel or postpone individual soundings.

¢ Weather conditions at the time of launch:

— Thunderstorm

— Strong surface wind (>7ms™1)

- Heavy rainfall or hail (work safety and high contamination risk)
¢ Predicted trajectory, in particular predicted landing coordinates:

= Metropolitan area of Berlin

— Berlin International Airport (BER)

= Landing in other major cities

- (Landing in areas with high density of transport infrastructure)
¢ Availability of personnel.

The short-term weather forecasts, as well as information about the current and previous hours’
wind at the station (especially gustiness), were used by the supervisor for short-term planning.
The long-term planning for a week was carried out in core team meetings and based on long-term
weather forecasts. It has proven to be very beneficial to have an expert for weather forecasts
available, especially for the supervisor’s long-term planning decisions.

The prediction of the trajectories and the landing coordinates is in general relatively accurate for
routine single soundings or research flights in Lindenberg. The agreement between actual and
predicted ascent rate and burst point essentially determines the quality of the predicted landing
point. Experience with rigs of the size used during the campaign was scarce and only gained in
the course of the soundings, so there were occasional major deviations. This was especially the
case for the ascents launched at rainy conditions.

4.3.4 Summary of rig construction

In Lindenberg, in preparation for this campaign, various constructions for a large rig capable of
carrying 8 to 12 radiosondes were planned, constructed and tested over the course of several
years.

The ready-to-start rigs should meet the following general specifications:

Capacity to carry 10 radiosondes.

e Suspension of the sonde allows free rotation.

o Sufficient distance between radiosondes to minimise the risk of radio-frequency interference.
e Low risk of collisions of radiosondes (avoid damage).

e Construction and materials should have negligible influence on the measurements (e.g.
moisture on rods).

e Construction in a way that air flow conditions are similar for all attached radiosondes to
ensure comparability of the results.

o Total weight of the whole chain (incl. rods, parachute, balloon and radiosondes) less than
4 kg (air traffic regulation).

e Can be safely launched by 2 to 3 people.
e Can be launched even at moderate wind speed of 5ms~! to 7ms~1.
¢ Total size less than 4 m.

Various prototypes were developed, tested, and optimised. The above requirements led to the
rotational (star-shaped) symmetry of the rig construction (see e.g. the figures presented in Sec-
tion N). Care was taken to ensure that the materials were easily available and as affordable as
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possible. At the same time it was important to use biodegradable materials as far as possible
since there was no guarantee that all the rigs would be recovered. A regular recovery by the cam-
paign team was not feasible (too much logistical effort). Some rigs were found by chance, and a
considerable amount was even actively and voluntarily collected (and disposed of) by interested
people (the community of the so called ‘radiosonde hunters’).

One important part of the rig configuration is the length of the strings with which the radiosondes
are to be suspended to the rig. The results of experimental tests of a potential influence of the rig
on the measurements (contamination) and a possible variation with string length are presented
in the Appendix F.3.

A guide describing the rig construction for a parallel ascent of up to 10 radiosondes suspended
to one balloon, which was used in the UAII 2022, can be found in Appendix N.

4.3.5 Standard rig configuration
The participating radiosondes were divided into two groups with five models each (Table 4.2).

In the composition of the two groups, care was taken to mix sonde models with different global
market shares and technical designs. The two GDP radiosondes were attached to both rigs.

Table 4.2: Grouping of participating radiosondes

Group 1 Group 2

RS41 iMS-100
DFM-17 M20
HT-GTS(U)2-1 WxR-301D
ATMS-3710 iMet-54

PS-B3 CF-06-AH

With overall 10 slots on a rig including two GDP radiosondes and five regular participant ra-
diosondes, there was room to double up to three participant radiosondes. In most flights, only
one sonde was doubled (as “"TWIN"). Doubling of participant radiosondes was done in a cycle with
the aim to achieve approximately the same number of double soundings for each sonde during
the campaign.

Figure 4.11: Rig with ten named slots

Once the sonde models for a flight had been finally determined, including dual radiosondes, the
positioning of the radiosondes on the rig was planned. The different weights of the radiosondes
and also of the bamboo rods that made up the rig meant that each rig had to be individually
balanced so as not to create any misalignment during launch and flight (see also Appendix N.6).
For this, dummy weights corresponding to the different radiosonde models have been used. The
arrangement of the radiosondes was varied accordingly and documented for each flight. For the
sonde positions at the ends of the rods, letters were assigned in a fixed sequence, see scheme
in Figure 4.11.
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Depending on the total weight of the rig, and taking into account the weather situation and the
predicted trajectory, an appropriate parachute was chosen, and the amount of He-gas for the
balloon (filling weight) was determined by the supervisor. The aim was always to achieve an
ascent speed of 5 to 6ms~! and a descent speed on landing of the rig of less than 5ms~1,

A fixed balloon size (1500 g) was used during the sounding campaign. The helium gas filling varied
between 3200g and 5700 g, depending on a combination of factors like balloon size, quality of the
balloons, payload, as well as expected environmental conditions such as humidity, precipitation,
potential ice formation, wind regime, daytime, etc. The amount of gas to be used to achieve the
desired ascend speed of about 5ms~! to 6ms~1, under consideration of all these factors, cannot
exactly be pre-calculated and was therefore to certain degree based on experience gained over
the course of the campaign. Ascent speeds generally between about 4ms~! and 6 ms~! were
achieved, with a few flights ascending with lower rates (see Figure 8.1). The lowest (undesired)
ascents occurred under very humid and rainy surface conditions, where water and ice formation
on the balloon and rig during flight may have increased the overall weight of the chain significantly.
Special attention should be paid to this aspect in future campaigns.

Three different parachute types of two sizes were used (290cm and 160cm). The larger led to
very low descent rates on landing. The smaller was used with smaller payloads, but tended to
cause (too) high descent speeds. From this can be learned that also the choice of type and size
of the parachute should be adequately considered, in particular if descent data are important
(which was less the case in this campaign).

In order to ensure the required distance of approximately 60 m between the balloon and the rig,
robust 60 m unwinders were used in case of ground conditions with stronger winds, or, at low
winds, the balloon was slowly raised by hand to 60 m with an unwound string connected to the
rig and then released to launch the rig.

4.3.6 Frequency allocation

The WMO has allocated different frequency bands within the radio service of meteorological aids
(MetAids). The frequency band officially made available in Europe for radiosoundings ranges from
400.15MHz to 406.0 MHz. The WMO acknowledges that radiosonde operations in the 400.15MHz
to 402.0 MHz is not feasible due to sharing with Satellite Services. This means that in Lindenberg
the frequency band from 402.0 MHz to 406.0 MHz could basically be used during the campaign.
However, there were a number of other, partly varying restrictions regarding individual frequen-
cies or frequency ranges that had to be taken into account in the frequency planning:

e Routinely used frequencies (operational sounding programme) at MOL-RAO (high priority:
clear distinction from campaign frequencies).

e Other neighbouring sounding stations.
¢ Military usage (402 MHz to 403 MHz).
e Other local emitters.

¢ Satellite communication.

The frequency band was divided into 0.1 MHz steps. All permanently and sporadically blocked
frequency ranges have been marked. For both groups of participating radiosondes (group 1 and
group 2), 5 frequencies each were selected for the 5 sonde models. In addition, two further
frequencies were defined in each case for the doubling of radiosondes ("*TWIN"). The radioson-
des’ capabilities for frequency adjustment have been taken into account. Care was taken to
ensure that the frequency spacing between the radiosondes attached to the same rig was at
least 0.2 MHz, and that spacing of at least 0.1 MHz was also maintained between consecutive
launches. In addition to the frequencies of the participant radiosondes, frequencies (including
alternate frequencies) were defined for the two GDP radiosondes. A total of about 20 frequencies
was defined for use during the campaign.

The following information was taken into account in the compilation and assignment of the indi-
vidual frequencies to the radiosondes:

¢ Default (initial) frequency used by the radiosonde after switching on.
e Frequency setting capabilities and options of the radiosondes, e.g.
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— resolution of adjustable frequencies (e.g. 0.01, 0.1 and 0.5MHz)
- usable frequency range.

¢ Quality and shape of the receivable spectrum at the set transmission frequency (tests are
highly recommended; relying on technical documentation may be not sufficient):

- Band width (e.g. 0.01, 0.05 and 0.1 MHz),
— Occurrence of “side lobes”
= Frequency stability,
¢ Potential interference effects in presence of other radio-transmitters:
- shielding
- side effects when other nearby radiosondes are transmitting.

Additional provisions to avoid frequency related issues

About half of the radiosonde models immediately started transmitting at manufacturer preset
frequencies after being switched on. This could lead to interference if this frequency was already
in use by another system. This was managed by first switching on the radiosondes with preset
frequency and then change the transmission frequency before switching on and configuring the
other radiosondes.

During ground preparation before the actual launch, some radiosonde models were transmitting
with intentionally attenuated signal strength. This could lead to a loss of reception from these
radiosondes by interference from other radiosondes transmitting at nearby frequencies with full
strength, in particular if the bandwidth was rather large.

In the case of recovering rigs from completed soundings, it was important to switch off the
radiosondes at the first opportunity.

Routine and non-routine activities with regard to the preparation or conduction of radiosoundings
at the campaign site in parallel to the intercomparison campaign, e.g. preparation of operational
ozone soundings, had to be taken into account in the actual frequency allocation planning.

4.3.7 Main steps in conducting a sounding during the campaign

The procedure in conducting a campaign sounding is divided into a series of steps with people
responsible for the steps (emphasised):

1. Assessment of the current weather conditions and the forecast, with special attention on
surface wind and (potential) thunderstorms; assessment of the predicted trajectory (landing
area) — supervisor, meteorological advisor

2. Planning the rig-configuration, incl. grouping of radiosondes, duplicates (‘"TWIN’), assigned
frequencies, positions on the rig, use of unwinder or not, selection of parachute, desired
ascent speed, balloon lift, etc. - supervisor

3. Briefing during which supervisor communicates these decisions to the shift - whole team

4. Start preparation of balloon, parachute, and rig (incl. balancing) - balloon and rig managers
(see Appendix N, e.g. Section N.6)

5. Prepare SHCs - assistant (see Section 4.3.8)

6. Initialisation and preparation of the radiosondes, filling out protocols (participants and GDPs)
- operators, GDP operators (see Section 4.3.10 for GDP)

7. Transfer the rig to the launch site - rig manager (see Appendix N, e.g. Section N.7)

8. [optional] Lay out the string (if no unwinder is used) - rig or balloon manager (see Ap-
pendix N, e.g. Section N.7)

9. Perform additional manufacturer-independent ground check in the SHCs - operators, assis-
tant, GDP operator (see Section 4.3.8)
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10. Transfer the ready-to-flight radiosondes to the launch site and attach to the rig — operators,
GDP operator, rig manager (see Appendix N, e.g. Section N.7)

11. Finalise preparation of balloon, attach parachute, transfer to the launch site and attach to
the rig — balloon manager (see Appendix N, e.g. Section N.7)

12. Perform the launch procedure (incl. releasing the balloon) - balloon and rig manager, su-
pervisor (see Appendix N, e.g. Section N.7)

13. Read weather conditions at time of launch, enter in sounding software - operators, GDP
operator (see Section 4.1.8)

14. Monitor the sounding until burst point (or until landing) - whole team

15. Finalise recording of the soundings, complete protocols, generate and export sounding data
files (see Appendix E), etc. — operators, GDP operators

16. Collect, validate and transfer data files — operators, data manager, supervisor (see Sec-
tion 4.3.12)

17. Collect and check protocols - supervisor

4.3.8 Manufacturer independent ground check in Standard Humidity Chamber (SHC)

All radiosondes on a rig, including the GDPs radiosondes, were subjected to an additional ground
check at 100 % relative humidity immediately before launch, which was independent from de-
fault procedures and tools of manufacturers. The checks were carried out in Standard Humidity
Chambers (SHCs) after the manufacturer-prescribed preparation, initialisation and ground check.
The purpose of the SHC check is to check whether and how well the radiosondes are able to mea-
sure at this humidity level. The checks are analysed in Section 10.1.8, where the results are
also compared with the in-flight behaviour of the radiosondes during cloud passage, in which
measurement values of 100 % are expected.

The SHC is developed to provide a well-defined and stable test environment with regard to relative
humidity. The humidity level of 100 % is created by the fact that slowly cooled moist air gets
saturated with water vapour in a closed volume over a surface of (beforehand slightly heated)
liquid water. Taking advantage of this physical principle, reference conditions can be achieved
by relatively simple means without the need for instrumental verification. The SHCs are also
equipped with reference temperature sensors to record the air temperature inside the chamber
which is used for a parallel single point check of the radiosonde temperature sensor. The 100 %RH
SHC check is routinely performed in this way for all operational radiosoundings in Lindenberg (see
also Chapter 5).

Figure 4.12 shows a photograph of the set of five SHCs that were used in parallel in the balloon
hangar during the field campaign (see @ in Figure 4.6). For logistical and technical reasons,
there was a fixed assignment between the radiosonde models and the chamber number over the
course of the campaign. The SHCs were operated and maintained by the supervisor’s assistant.

Prior to use, the SHCs are bottom-heated for 10 minutes, causing the temperature of the thin
water layer to rise approximately 2K above ambient. After the heating phase, a waiting time of
10 minutes allows the permanently ventilated air volume above the water layer to saturate. After
completing this preparation, the fan is switched off, and the operators are invited to perform the
SHC check with their radiosonde.

The check procedure is similar to that employed during the laboratory humidity experiments
described in Chapter 5. The radiosondes are installed in the SHC using custom-made air-tight
adaptors through the top cover, with the entire sensor boom vertically inserted into the closed
air volume. After insertion, the fan is switched on again. The angular orientation is such that
the airflow around the sensor boom inside the SHC is similar to that in flight. The radiosonde
remains in the SHC for up to 8 minutes, while data recording by the sounding system continues.

At the end of this period, the operators enter the temperature and humidity values indicated by
the radiosonde in the protocol, together with the reference temperature inside the SHC. The
reference temperatures in all SHCs were displayed during the check period on a large screen
located at @ in Figure 4.6. Subsequently, the fan is switched off and the radiosonde is removed
from the SHC and ready to be attached to the rig.
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Figure 4.12: Set of five 100 %RH SHCs with the manufacturer-independent ground check run-
ning in four of them.

The results and analysis of the independent ground checks are presented in Section 10.1.8.

4.3.9 Selection of the GRUAN Data Products (GDPs)

The radiosonde GDPs are fundamental components of the UAII 2022 field campaign, as they
serve as the working measurement standards (see Section 1.2 and Chapter 9). The selection of
the specific radiosonde GDPs took place in June 2022, prior to the start of the field campaign.
The UAII Task Team® approved the following selection, following a proposal from the UAII Project
Team?® based on recommendations from the GRUAN Lead Centre:

GDP selection for the UAII 2022 field campaign
iMS-100 GDP version 2 and RS41 GDP version 1

This selection was made from the list of radiosonde GDPs that were GRUAN certified or pre-
certified at the time. These included: the Vaisala RS92 GDP version 2, the Vaisala RS41 GDP
version 1, the Meisei iMS-100 GDP version 2 and the Meisei RS-11G GDP version 1.

The UAII 2022 project plan specifies that up to three, but no less than two radiosonde GDPs are to
be used as working measurement standards during the field campaign. The RS92 GDP version 2
was not selected, as the RS92 is no longer in production. The iMS-100 GDP version 2 was
selected over the older RS-11G GDP version 1 because the iMS-100 radiosonde has the same
temperature and relative humidity sensors as the RS-11G radiosonde, but with an additional,
dedicated thermometer for the humidity sensor (Kizu et al., 2018b; Hoshino et al., 2022).

4.3.10 GRUAN Data Product (GDP) soundings

The preparation of the GDP radiosondes during the campaign took place in parallel to the par-
ticipant radiosondes, but in the separate building of the Lindenberg radiosonde station ( in
Figure 4.4). The preparation was not carried out by independent operators but by members of
the campaign team assigned for this purpose (GDP operators). The spatial separation of the

8see Section 1.3.3 for the list of members.
9see Section 1.3.3 for the list of members.
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GDP radiosondes from the participant radiosonde preparation should help to avoid any technical
and operator-related interference during all activities until the radiosondes are attached to the
sounding rigs.

In contrast to the Vaisala radiosonde model RS41-SG that took part in the comparison as a
candidate, the RS41-SGP model with integrated pressure sensor was used as the GDP reference
radiosonde to enable full GRUAN data processing. The Vaisala ground system consisted of:

e MW41 sounding software (version 2.15) running on a standard Windows®-PC.

e Sounding Processing Subsystem SPS311G including a GPS module, connected to the PC over
LAN.

e Radiosonde telemetry antenna RB31-UHF.
e GPS antenna GA31-GPS.

e RI41-B radiosonde interface equipped with a pressure reference sensor for sonde initialisa-
tion and ground checks.

The Meisei ground system consisted of:
e MGPS2 sounding software (version 3.9.9) running on a standard Windows®-PC laptop.

e Radiosonde ground check and communication device (Ground Checker, GC) connected to
the laptop via USB and using IrDA for communication with the radiosonde; comparison
with reference sensors (Meisei MES-39535 for temperature, Meisei TU-CONV for relative
humidity) at laboratory conditions.

e Receiver/antenna unit RD-18 connected to the PC over Local Area Network (LAN).

The Meisei receiver/antenna unit and the Vaisala antenna were permanently installed on the roof
platform of the radiosonde station building (@ in Figure 4.4).

The radio frequencies for both GDP radiosondes were predefined to 405.3MHz for the RS41
and 405.6 MHz for the iMS-100. Alternate frequencies were selected if required, e.g. in case of
foreseeable overlaps with frequency bands of the UAII participant radiosondes or if inferences
with external signals of other radiosondes in the region were detected.

Both GDP radiosondes were prepared according to the GRUAN specifications. That means, after
initialisation and manufacturer prescribed ground checks, both radiosondes were checked one
after the other in a 100% relative humidity SHC at laboratory temperature. The SHC device
was separate from those SHCs used in the balloon hall for ground checks of the participating
radiosondes. The duration of the check was 3 minutes for the RS41 and 8 minutes for the iMS-
100, respectively. A check of the temperature measurement was done in parallel using a Pt100
sensor installed in the SHC.

After finishing the preparation phase, both GDP radiosondes were brought to the launch site
and suspended to the rig at the same time as the participating radiosondes for the forthcoming
comparison sounding. After launch, the actual ground weather information was entered by hand
into the sounding software. The data recording of the GDP radiosondes was usually extended
over a period that includes the recordings of all participant radiosondes. The documentation and
logging was done in parallel on paper and in digital logs according to the protocol template shown
in Appendix E.

4.3.10.1 Usage of operational GRUAN data flow

Since the MOL-RAO is a GRUAN site, the normal operational GRUAN data flow could be used for
processing the measurements of the GDP radiosondes. A detailed description of the data flow,
from data submission to processing and storage, can be found in Chapter 7.6 "Data management
in GRUAN” of the GRUAN Technical Document 8 (Sommer et al., 2023).

The campaign team initiated the proper submission of the GDP field campaign flights as GRUAN
soundings. This started the GRUAN data flow for each sounding. Most of the GRUAN data man-
agement steps including archiving, conversion, and provision, are done by the GRUAN Lead
Centre, which is located in Lindenberg.

The GRUAN processing takes place at so-called “Processing Centres”. These are assigned to spe-
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cific radiosondes in GRUAN. The processing centre for the Meisei radiosonde iMS-100 is located
at the GRUAN site Tateno (Tateno Aerological Observatory, Japan). The processing centre for the
Vaisala radiosonde RS41 is located at the GRUAN station Lindenberg.

For the RS41, the complete processing is described in detail in Chapter 7 "GRUAN Data Product
(GDP)” in Sommer et al. (2023). For the iMS-100, this will be found in the upcoming version 2
of Kizu et al. (2018b) (under revision).

After successful processing, the final GDP files were made available by GRUAN to the campaign
team.

4.3.11 Reference measurement of stratospheric humidity (CFH)

The Cryogenic Frost point Hygrometer (CFH) employs the chilled mirror technique to perform ac-
curate in-situ measurements of water vapour. This measurement technique relies on controlling
the temperature of the mirror surface such that a thin and constant condensate layer is main-
tained. Under this condition, the mirror temperature equals the frost (or dew) point of the air
flowing over the mirror, which is directly related to the water vapour pressure via the Clausius-
Clapeyron equation. The reflectivity of the mirror, which is a proxy for the layer thickness, is
measured continuously, and used as feedback for a Proportional Integral Derivative (PID) con-
troller to adjust the temperature of the mirror. The mirror is connected to a cryogenic liquid,
providing conductive cooling. The mirror temperature is controlled by heating against this cold
sink, using a heating wire at the back of the mirror. It is the job of the PID controller to steer
the heating power and to balance the competing processes of cooling and heating so that the
mirror remains at frost/dew point temperature and the condensate layer is maintained. The con-
siderable cooling power of the cryogen and the available heating power allow for fast heating and
cooling of the mirror, yielding fast response times (below 20s in the stratosphere).

The cryogen (R23 - Trifluoromethane) has a boiling point of =80 °C at sea level and —100°C in the
stratosphere, which is able to keep the mirror temperature well below the frostpoint temperature
of the ambient air in this altitude range. The CFH can measure water vapour concentrations from
1 ppmv to 30000 ppmv with a relative uncertainty of 2% to 3%, and is therefore able to accu-
rately measure the low water vapour concentration in the stratosphere (which is approximately
4 ppmyv, frostpoint below —80°C), which is at or below the detection limit of the polymer sensors
used by operational radiosondes. The measurement uncertainty of the CFH is determined by the
uncertainty of the frostpoint measurement (i.e. the mirror temperature) which is approximately
0.2K.

The CFH, and related chilled mirror instruments like NOAA’s!® Frost Point Hygrometer (FPH),
or Meisei’s Skydew instrument, are employed within GRUAN as reference instruments for water
vapour observations. Originally conceived to measure water vapour in the stratosphere, the
altitude range of the CFH has been extended to include the entire profile from surface to the
burst point, and apart from monitoring the stratospheric water vapour content it is used as a
reference to validate operational radiosondes.

Above information is based on Vémel et al. (2007); Vémel and Jaennet (2013), further informa-
tion on other chilled mirror instruments is given by e.g. Sugidachi (2014); Hurst et al. (2011).

The CFH, and other chilled mirror instruments, are not equipped with a radiotransmitter so that
an additional radiosonde is needed to downlink the data, and to provide measurements of air
temperature, pressure and position data. Chilled mirror instruments are sophisticated research
instruments that are produced in low nhumbers, and therefore are considerably more expensive
than operational radiosondes. Furthermore, the preparation and handling of CFHs is more elabo-
rate and complicated than for routine radiosondes, because it requires the application of cryogen.
As a result of this, they are typically launched at 1 to 2 month intervals.

In summary, the advantages of CFH (and other chilled mirror instruments) are:
¢ low measurement uncertainty (2% to 3 %)
e sensitivity (1 ppmv to 30000 ppmv)
¢ reference instrument

10National Oceanic and Atmospheric Administration (NOAA)
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e operational range (surface to 30 km)
o fast response time
and the CFH’s disadvantages are
e cost
¢ handling (cryogen).

For the reference soundings, the CFH was flown together with the GDP radiosondes (RS41 and
iMS-100) on the same rig. The GDP radiosondes were attached with a 70 cm string, identical
to the regular soundings; an additional RS41 was attached to the CFH for data transmission. A
sketch of this rig configuration is shown in Figure 4.13.

During the campaign, one reference sounding was performed per week, yielding 2 daytime and
2 nighttime flights.

Figure 4.13: Schematic drawing of the rig-configuration of a research payload.

4.3.12 Data handling and campaign progress monitoring

The sounding data from the systems present on a given rig were collected manually by their
respective operators and handed over (via system-dedicated, colour-coded USB sticks) to the
shift’s Data Manager upon the termination of a given flight (either at balloon burst or at the end
of the descent phase, as specified by the shift coordinator). The Data Manager was responsible
for loading the individual datasets onto the dedicated central terminal for data collection (located
at (E) in Fig 4.6).

A first custom-built Python script was used by the Data Manager to verify the completeness of each
dataset after each upload, including its correct placement within the local storage infrastructure.
A second Python script was used to plot the profile data from each system (without any treatment
whatsoever), to enable a rapid inspection and verification of the profile validity. A third Python
script was then used to automatically transfer all the verified datasets onto the Data Store,
a central storage area hosted on a dedicated (private) online server with strict remote access
control. The datasets from each system were eventually made available to the respective system
manufacturers directly from this Data Store, within 24 hours from each flight. It must be stressed
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that manufacturers were given access to the data from their own sounding system only, and never
to that from other systems or GDPs.

GDP datafiles were transferred onto the Data Store separately from those of the participating
systems, after they became available through the dedicated GRUAN processing cascades. The
Data Visualization and Analysis Software (dvas) Python code (see Section 9.4) was used to pro-
cess each flight individually as soon as the necessary GDP files would become available. This
preliminary processing with dvas was used to monitor the progress of the field campaign with
respect to its statistical goals (see Section 4.3.2). The preliminary dvas processing of the data
was particularly useful to identify problematic flights and profiles that would need repeating (see
Section 8.2 for a detailed discussion of each case).

Daily data briefings were held every afternoon during the second part of the field campaign. These
30 minutes-long briefings, gathering all the campaign team members present on-site, were used
to monitor the progress of the campaign based on the preliminary dvas analysis. They were also
used to discuss specific topics and interesting results/observations detected in the data after its
preliminary processing following a concise plot-of-the-day approach.

4.4 REMOTE SENSING SYSTEMS

In Sections 9.6, 10.2 and 11.2, the data and the retrievals obtained from a selection of remote
sensing instruments installed at the MOL-RAO are used to analyse the performances of each
instrument of the so-called Lindenberg Remote Sensing Suite (LRSS) in the framework of the
comparison with the radiosondes at the time of the UAII 2022 field campaign. The LRSSs counts
five remote sensing instruments, three based on active emission and two on passive reception
(see and @ in Figure 4.4). They include:

e a Radar Wind Profiler (RWP) operating in two different (high and low) modes (Ultra High
Frequency (UHF), 62 cm wavelength),

¢ two infrared Doppler Wind Lidar (DWL), which will be referred to as*WindLidarl” and “WindL-
idar2” (1.5 um wavelength), and

e two Micro-Wave Radiometer (MWR), which will be referred to as "MWR-MF” and "MWR-SMZ"
(0.5cm to 1.6cm).

The detailed technical specifications of the MWRs are listed in Table 4.3, those of the DWLs are
in Table 4.4, and those of the RWPs are in Table 4.5.

In the period from 8! of August to 16'* September 2022, both DWLs measured continuously
in a Velocity Azimuth Display (VAD) configuration at 75° elevation. The WindLidarl performed
measurements with 50 m Line Of Sight (LOS) resolution at 10kHz Pulse-Repetition Frequency
(PRF). The systems are overall similar in performance, but the pulse duration of the WindLidar2
is almost twice as long as the WindLidarl’s.

The temporal averaging of the RWP data is about 15 min for each mode. The RWP is configured
in such a way that it sequentially measures about 13 min exclusively low mode, then 14 min
exclusively high mode. So both low and high mode data are reported every 30 min, but the
(independent) averaging of low and high mode is 30 min.
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Table 4.3: Parameters of Micro-Wave Radiometers (MWRs)

System

MWR-MF, MWR-SMZ

Measurement principle
Latitude / Longitude / zqrface

Receiver 1 (R1)
Frequencies (R1), GHz

Channel band-widths (R1), MHz
Optical Resolution (R1) (HPBW)
Temporal Resolution

Receiver 2 (R2)

Frequencies (R2), GHz

Channel band-widths (R2), MHz
Optical Resolution (R2) (HPBW)
Pointing Resolution (R2)
Side-lobe level

Infrared pyrometers

scanning microwave radiometer

52.209278°/14.128768°/104 m AMSL,
52.209278°/14.128768°/125m AMSL

water vapour and liquid water absorption

22.24, 23.04, 23.84, 25.44, 26.24, 27.84,
31.40

230, 230, 230, 230, 230, 230, 230
3.3° to 3.7°

l1sto2s

oxygen absorption

51.26, 52.28, 53.86, 54.94, 56.66, 57.30,
58.00

230, 230, 230, 230, 600, 1000, 2000
2.2° to 2.5°

0.6° (elevation), 0.1° (azimuth)
<-30dB

11.1pym, 12.0 ym, systematic
measurement error maximum value of
1.0K
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Table 4.4: Parameters of Doppler Wind Lidars (DWLs)

System

WindLidar1l

WindLidar2

Measurement principle
Laser wavelength
Pulse Duration (7,)

Pulse Repetition Frequency
(PRF)

Latitude / Longitude / zsyrface

Scan / No. directions / ele-
vation/ filter

Time window (can be repro-
cessed)

Vertical range
Vertical range gate distance

Radial resolution (c* pulse
width/2)

Vertical resolution

Horizontal diameter of VAD
circle

Comments

heterodyne Doppler
1.5um
201ns
10 kHz

52.209278° / 14.128768° /
104 m

VAD / 24 / 75° / consensus

30 min

96m to 14300 m
48 m
30m

29m
52m to 7600 m

In Lindenberg since 2021,
model upgrade in Sep 2021

heterodyne Doppler
1.5um
384ns
10kHz

52.209278° / 14.128768° /
104 m

VAD / 24 / 75° / consensus

30 min

23mto 11568 m
46 m
58 m

56m
12m to 6200 m

In Lindenberg since 2012,
model upgrade in Nov 2016
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Table 4.5: Parameters of 482 MHz Radar Wind Profiler (RWP)

Mode

Low mode

High mode

Carrier Frequency

Pulse Duration (7,)

Inter Pulse Period (IPP)
Latitude / Longitude / zgyrface

Scan / No. directions / ele-
vation

Time window
Vertical range
Vertical range gate distance

Radial resolution (c* pulse
width/2)

NCI
NPTS
NSPEC
NCODE

Doppler spectrum estima-
tion
Ground clutter suppression

Intermittent clutter

pression

sup-

Moment estimation

Noise estimation

482.0078 MHz
1000 ns (Low mode)
81 s

52.209674° / 14.128926° /
104 m

DBS / 4/ 74.8°

13 min (5 DBS cycles)
448 m to 9378 m
94 m

150m

60
512
16
0

FFT w/ Hanning window +
overlap, DC filter

Riddle
Gabor-filtering on I/Q

FM w/ thresholds, Consensus
Hildebrand-Sekhon

2175 ns (High Mode)
179 us

14 min (5 DBS cycles)
5488 m to 16182m
315m

330m

22
512
21
10

ICRA (statistical spectral avg.)
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5 HUMIDITY SENSOR PERFORMANCE AT ROOM CONDITIONS (LABH)

5.1 INTRODUCTION

The general introduction to the laboratory campaign, including the motivation, the objectives, as
well as various general definitions, can be found in Sections 2.1 and 4.2. It is recommended to
read these sections before the specific chapters of the laboratory experiments.

Modern radiosondes are intended for one-time use, and are designed for ease-of-use in routine
operations. Still, a pre-flight check to verify that the sensors are working properly and to validate
the sensor readings is indispensable to make sure that the radiosonde is working according to the
manufacturer’s specifications, and to apply corrections to the sensor readings, if necessary. For
that purpose, most manufacturers provide ground check equipment that is used in the standard
pre-flight operational procedure.

Lindenberg Observatory identified the need of an independent ground check that is routinely
applied in addition to the standard manufacturer-prescribed check. This lead to the development
of the Standard Humidity Chamber (SHC) more than 20 years ago. As the name suggests, the
main purpose of the SHC is to check the performance of the radiosonde’s humidity sensor. The
chamber creates a stable environment with a well-defined relative humidity of 100 %RH, which is
achieved by using the well-known effect that slowly cooling moist air over a liquid water surface
yields saturated air. The advantage of using this fundamental thermodynamic principle is that
no reference measurement is required to verify the humidity inside the SHC. This humidity level
is at the upper end of the humidity sensor’s operational range, which is a challenge to calibrate
properly so that the quality of the manufacturer calibration at this humidity value is often reduced.
However, proper quality of measurement data at high humidity levels is important to be able to
reliably detect e.g. cloud passages or water/ice sensor contamination. The SHC provides a stable
environment, both in terms of humidity and temperature, so that at the same time it is also
possible to verify the performance of the radiosonde’s temperature sensor by comparing to a
reference sensor installed in the SHC.

It was recognised by GRUAN that the SHC provides an uncomplicated method to verify the per-
formance and calibration of radiosondes at room temperature on an operational basis. This
manufacturer-independent ground check using an SHC are routinely performed at the majority
of GRUAN sites. In addition to revealing particular issues with individual radiosondes prior to
launch, statistical analysis of the ground check results also revealed various radiosonde-specific
systematic effects.

The SHC can be used to generate environments with other humidity levels as well. This can
be realised by using a desiccant for 0 %RH, or by using saturated aqueous solutions of certain
inorganic salts for intermediate relative humidity values, examples of which are presented in Ta-
ble 5.1. This has been used at Lindenberg observatory in the past to investigate the performance
of humidity sensors over their full operational ranges.

Currently, 6 SHCs as in use for regular checks of the humidity calibration of radiosondes. These
devices have been employed during the LABH part of the UAII laboratory campaign.

The radiosondes are labelled arbitrarily but anonymously using capital letters A to L throughout
the descriptions of the humidity test results (LABH experiment) in this Chapter 5. For the sake of
anonymity, the assignment of the letters to radiosondes is randomised in the presentation of the
results of each of the other three laboratory tests described in Chapter 6 (sensor performance at
low temperatures, TLAG and LOWT) and Chapter 7 (sensitivity of the temperature measurement
to solar radiation, RADI).
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5.2 EXPERIMENTAL SETUP

The SHC is a cylindrical chamber with an inner volume of 17 L. The water vapour content of the
air inside the SHC is in thermodynamic equilibrium with the substance on the bottom (desiccant,
distilled water or a saturated salt solution), generating a fixed and stable humidity value at
discrete levels between 0%RH and 100 %RH, with an uncertainty of less than 0.5%RH. The
reference salt solutions and corresponding relative humidity employed during the campaign are
listed in Table 5.1. The air inside the SHC is circulated by a fan to ensure homogeneous mixing
of the air volume and proper exchange of water vapour between both media. The thickness of
the medium on the bottom of the SHC is approximately 0.5cm.

The large chamber volume in comparison to the radiosonde’s sensor boom together with the
thermal inertia of the metal walls that shield the air inside, ensure an environment with stable
temperature and humidity conditions during the tests. The air circulates at 5ms~!, mimicking
the ventilation during ascent. Air temperature is recorded with a Pt100 reference temperature
sensor at the same sampling frequency as the radiosonde (1 Hz).

Figure 5.1 shows a SHC with the fan motor on top of the centre of the lid, a radiosonde sensor
boom inserted at the front, and various orifices of different size and shape (closed or covered) for
inserting the reference temperature sensors and for inserting the sensor booms of radiosondes
with other dimensions. Custom-made adaptors were prepared for each radiosonde type to ensure
proper fitting and to reduce exchange with ambient air as much as possible.

Figure 5.1: SHC with a candidate radiosonde measuring during the UAII campaign. The power
supply for the fan motor is on the rack in the background.

The radiosondes were sequentially tested in the SHCs at the relative humidity levels listed in
Table 5.1 and at room temperature conditions, while the measurement data were recorded con-
tinuously. Section 5.3.1 discusses the details about the measurement cycles. The radiosonde
was inserted in the SHC such that the sensor boom pointed downwards, and the orientation
relative to the airflow inside the SHC was similar to the situation encountered in flight.

Figure 5.2 shows a picture of the laboratory setup used during the UAII LABH measurements.
It includes the six SHCs, the power supplies for the fan’s motors, and a data acquisition system
to record the reference temperature sensors. The photograph was taken while two radiosondes
were tested in the 97 %RH and 100 %RH SHC.

During the tests in the SHCs, radiosonde data transmission was either by radio or by cable. Radio
transmission was preferred because it allows for easier handling of the radiosondes during the
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Table 5.1: Nominal relative humidity levels inside the 6 SHCs. The relative humidity over a
saturated salt solution slightly depends on temperature. The calculated minimum and maximum
values that occurred during the UAII campaign are given as well as uncertainty estimates.

Relative humidity / % 0 11 33 75 97 100
Minimum (actual) 11.297 32.734 74.509 95.479
Maximum (actual) 11.309 33.046 74.823 96.274
Uncertainty (k =1) 0.20 ~0.10 =~0.09 =0.21 =~0.31 0.50
Substance desiccant LiCl MgCl, NaCl K2S0s4 H>0

Figure 5.2: Laboratory setup for UAII relative humidity calibration checks. The data acquisition
system for the reference sensors is mounted on the rack above the power supplies. The SHCs
are lined up with increasing humidity from right to left.

tests. The radiosondes and the receiving systems were operated by the manufacturers since the
laboratory tests constitute non-standard operation which requires expert knowledge.

5.2.1 Calibration of the reference temperature sensors

All SHCs were equipped with temperature sensors whose sensitive elements were exposed to the
mixed air in the volume above the salt solution. In two of the chambers an additional sensor was
used to independently measure the temperature of the salt solution (see further below).

For the campaign, care was taken to ensure that the used temperature sensors were SI! traceable.
For this purpose, they were compared before and after each laboratory phase in a water bath to
2 platinum resistance temperature sensors. These two sensors are used as laboratory standard
throughout the campaign and are calibrated in a certified calibration laboratory.

From the comparisons of the “working” sensors with the two references, mean differences were
calculated and then used for offset corrections. The measurement uncertainties of the working
sensor’s at laboratory temperatures around 20 °C are essentially given by the uncertainty of the

International System of Units (SI)
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reference sensors, which is 0.03 K (k = 1) according to the calibration certificate. Statistical com-
ponents were significantly smaller. Thus the combined uncertainty for all working temperature
sensors used within the SHCs - and valid for the room temperature - was estimated to be 0.032K
(k=1).

5.2.2 Establishing reference levels for relative humidity with SHC

The additional temperature measurements accounted for the effect that the relative humidity
that sets up in equilibrium over a saturated salt solution depends not only on the type of salt
but also on the temperature. It can be expected that in presence of temperature fluctuations in
the air volume, slight differences between the temperature of the saturated solution and the air
exist. Since the actual humidity in the air is determined by the temperature of the solution, such
fluctuations may lead to calculations of humidities significantly deviating from true equilibrium
values if only air temperature is used. This takes effect in particular for the 75 %RH and 97 %RH
SHCs, which is why these two were equipped with additional sensors measuring the temperature
of the salt solution.

The humidity in the air above the saturated salt solutions is calculated according to the data
presented in Table 2 in Greenspan (1977). The uncertainties that are given in this table as well
are at a confidence level of 30 (k = 3), and have therefore been converted to & = 1 for use in this
analysis.

The temperature data in the Greenspan paper are given in relation to the IPTS-682 temperature
scale. The temperatures measured during the campaign, however, are traceable to the ITS-903
scale. Although the differences are small, the temperatures were converted to the IPTS-68 scale
before using Greenspan’s polynomials for calculation of humidities. Thus, for the laboratory
temperature of about 20°C at which the radiosondes have been tested, a conversion factor
according to ITS-90-IPTS-68 differences given in Preston-Thomas (1990) was applied for simple
use and with sufficient accuracy: Tgs = 1.00024 - Tyg, with T in °C.

The final uncertainty of the relative humidity in the SHCs is computed using Gaussian error
propagation taking into account components from the analyses in Greenspan (1977) and from
the measurements of the air temperature and salt solution temperature (if applicable) within
the SHC during the UAII campaign tests. Conservative assumptions were made for the 0 %RH
and 100%RH chambers. The estimated uncertainties are listed in Table 5.1 and apply to the
laboratory temperature range of 20°C to 25°C.

The SHCs were prepared prior to each two-week laboratory test-phase (see Section 4.2.2). This
included refreshing the salt solutions (11 to 97 %RH), replacing the desiccant (0 %RH), and
refreshing the distilled water (100 %RH). After preparation, test measurements with a well-
characterised radiosonde were performed to verify proper functioning and consistency of the
setup, including ventilation and relative humidity values inside the SHCs, and the data acquisition
system.

5.3 MEASUREMENTS AND RESULTS

5.3.1 Measurement plan

The following measurement sequence was planned for each participating radiosonde in blocks of
two to three days each:

e Preparatory tests:

— Check for potential electromagnetic issues, such as disturbance or interference due to
interaction with the metallic bodies of the SHCs,

— Test of sensitivity of the relative humidity measurement to orientation of the sensor
boom in the SHC,

2International Practical Temperature Scale of 1968 (IPTS-68)
3International Temperature Scale of 1990 (ITS-90)
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Figure 5.3: Complete cycle of measured relative humidity raw data (blue trace) of a candidate
radiosonde over the full set of SHCs. The temperature-dependent reference humidity levels in the
6 chambers are drawn as grey traces. Green marks indicate the time periods (not the values)
within each plateau, which were used for averaging the exact value for the actual reference
humidity. The value measured by the radiosonde is averaged over the more intense green section
of the green marks towards the end of the plateaus.

= Check for potential truncation of the raw data delivered by the radiosonde; the system
should be able to record values below 0%RH and above 100 %RH,

— Definition of residence time in each SHC.

o Measurement of one full cycle each (see Figure 5.3) with 10 copies of the same radiosonde
model (statistical evaluation, batch reproducibility) — duration approx. one working day.

e Measurement of 5 full cycles in succession with 2 copies of the same radiosonde model
(repeatability) — duration approx. one working day.

e Operation of 2 radiosondes in parallel (in adjacent SHCs) to save time (2 ground systems
required).

e Sequence of a complete measuring cycle (‘'up’ and ‘down’, in %RH): 0, 11, 33, 75, 97, 100,
97,75, 33, 11, 0 - duration 1.5h to 2.5h.

e At each humidity level: waiting for stabilisation of the measured relative humidity value
(entering plateau); stabilisation time 3 min to 10 min depending on sensor response; transfer
of radiosondes (quickly) by hand to the next SHC.

Figure 5.3 shows the result of a full measurement cycle where the radiosonde has been tested
in all SHCs in the above described order. Upon activation and preparation of the radiosonde, the
temperature and relative humidity of the laboratory environment were recorded (approx. 20°C
to 25°C and 20 %RH to 50 %RH). Then the sensor boom of the radiosonde was inserted into the
first chamber and exposed to dry air (0.0 %RH). After a residence time of 3 to 10 minutes, the
radiosonde was transferred to the next SHC. This was repeated up to the 100 %RH SHC, and
then continued the way back to the 0%RH SHC. The transfer between SHCs caused more or
less sharp humidity peaks in the continuous data records because of the exposure to ambient air
during the (short) times of transfer. With exception of the 100 %RH measurement, each relative
humidity level was measured two times, however with a different short-term history of humidity
conditions, depending on whether the measurement was performed on the upward or downward
branch. This helped to test for hysteresis, or long-term sensor response.

The following effects or properties that can be considered characteristic for polymer sensors were
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detected for the tested radiosonde types at varying degrees.

Relatively quick initial change of the measured values towards the actual humidity level.

Comparatively slow further convergence towards a constant equilibrium value (plateau).

Constant deviations to the reference upon reaching the plateau (calibration bias).

Systematically different deviations of plateau values connected to the upward and downward
branches of the cycle (hysteresis).

Tendency of increased deviations at the dry and humid ends of the humidity scale (e.g.
below 10 %RH and above 90 %RH).

The measurement times per humidity level in an SHC were defined for each radiosonde type indi-
vidually to between 3 min and 10 min, in cooperation with the manufacturers. The measurement
time was limited to at most 10 min, so that the LABH measurement program could be completed
for each manufacturer within the allocated 2 to 3 days.

As shown in the example plots in Figures 5.3 and 5.4, the humidity readings in many cases do
not fully stabilise during the measurement intervals in the SHC. The sensors of some radiosonde
models even seem to transition to a slow drifting after 5min to 10 min.

The time limitations did not allow for further investigations of this behaviour. Also, as a result
of the applied scheme of averaging the humidities measured by the radiosondes, this effect may
have led in slight under- or over-estimations of the deviations from the reference humidities.
However, uncertainties connected to such ‘mis-estimations’ were in general considerably smaller
than the actually measured humidity deviations. The results of the repeatability tests disclose
hysteresis-type and other memory effects for some of the radiosonde models. Such effects are
known to occur with polymer sensors and were already detected in the preceding single-cycle
tests.

It is noted here that the observed systematic effects can only be identified under the stable
controlled experimental conditions the prevail inside the SHC, but hardly under the constantly
changing humidity conditions during a real sounding, where they can be expected to have a
corresponding effect on the quality of the measurement data.

The measurement repeatability was investigated by completing the whole measurement cycle
five times in a row with the same radiosonde. This was repeated with two radiosondes. These
tests disclosed the existence of memory effects at longer time scales (hysteresis) for several
radiosonde models. which were already detected in the single-cycle tests.

5.3.2 Analysis

The analysis steps will be explained in detail below, based in the example plot in Figure 5.3.

The first step was to define those sections of the continuous data record of a full measurement
cycle (up-down) that represent times when the radiosonde was installed in an SHC and was
exposed to stable humidity and temperature conditions (pale green marks in Figure 5.3). The
data points of the last 120 s of these sections immediately before transferring the radiosonde to
the next SHC were selected in a second step for further analysis (shorter dark green marks in
Figure 5.3). These selected sections were then analysed statistically for each plateau by calcula-
tion of the following parameters: the mean of the reference humidity, the mean of the humidity
measured by the radiosonde, the difference between these two, and the standard deviation of
the difference. In the next step, the evaluated values of the two associated plateaus from the
‘up’ and ‘down’ paths are set in relation, i.e. mean differences between values measured with the
same radiosonde were calculated, which are interpreted as hysteresis: AUnys = Ugown — Uup. The
same analysis steps were applied to the temperature measurements.

Figure 5.4 summarises the results for the example cycle for relative humidity and temperature
(left and right column, respectively). The six panels on each side correspond to the six evaluated
humidity levels from 0 %RH to 100 %RH. The data are presented in green (upward branch), blue
(downward branch) and red (difference between upward and downward, i.e. hysteresis). The
highlighted parts of the traces (0s to 120s) mark the data taken during the last 120s in the SHC,
which is used for the subsequent analysis.
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Figure 5.4: Analysis example of one measurement cycle: left column - relative humidity, right column - temperature. The humidity increases
from 0 %RH (top row) to 100 %RH (bottom row). See Section 5.3.2 for a detailed description of this plot. The derived parameters are listed to
the right of each panel.
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Figure 5.5: Example of the analysis showing mean deviations of relative humidity from the SHC
reference (AU = U,s — Uyes) and statistical parameters at the six reference levels (U;,) for the
participant radiosonde B. See Section 5.3.3 for a detailed description.

The analysis in the following sections relies on the sets of mean values for each of the plateaus.

5.3.3 Relative Humidity

Figure 5.5 shows a statistical analysis of the results (relative humidity differences AU = U5 —
Ures) from the 10 tested radiosondes of the same type which all have passed the full 6-SHC
measurement cycle. This scheme of presenting the results will be used throughout the rest of this
chapter, and plots of this type and further evaluations will also be provided to the manufacturers.

In Figure 5.5, all plateaus measured during the entire cycle are included, i.e. a total of 20 val-
ues for each of the humidity levels (10 sondes with ‘up’ and ‘down’ measurements per cycle).
An exception is the measurement at the 100 %RH level where only 10 values are determined
(1 measurement per cycle). This first summarised analysis including the data of both the ‘up’
and ‘down’ branches of the cycles without differentiation is motivated by the conditions during
real flights where the sensor is exposed to a mixed sequence of relative humidity changes in both
directions. Systematic differences between ‘up’ and ‘down’ are discussed later in the context of
hysteresis effects.

The grey shaded areas in Figure 5.5 denote the estimated standard uncertainties of the refer-
ence humidities for k = 1 (filled), k£ = 2 (crosshatched) and k = 3 (hatched). The k£ = 1 uncertainty
extends from about 0.1 %RH to 0.5%RH in this example (see Table 5.1). The black boxes and
horizontal bars indicate various statistical parameters: minimum value, lower quartile (Q1), me-
dian, upper quartile (Q3), and maximum value. A box thus encloses the distance Q1 to Q3 (the
Inner Quartile Range: IQR = Q3 — Q1). Outliers were detected as values less than Q1 —3-IQR or
greater than Q3 + 3 - IQR. If present (not in this example), outliers are plotted as separate black
dots. Blue stars denote the arithmetic mean.

In this particular example, the radiosonde measurements agree well with the reference values,
which indicates a good calibration of the humidity sensor. With exception of the 97 %RH level,
the mean values (both arithmetic mean and median) are within the ¥ = 1 uncertainty of the
reference humidities. The mean values deviate less than 1.0 %RH from the reference. There is
no regular pattern for the deviations, both in magnitude and sign, which indicates the absence
of significant systematic biases or trends. Such irregular fluctuations are observed for various
candidate radiosondes at variable magnitude, however, some show regular trend-like pattern
(see following discussion). At higher relative humidities, minimum to maximum deviations of
about 1.5 %RH were found in the example. This may be attributed to the enhanced uncertainty
and variability connected with calibration.

Figure 5.6 presents the results of the statistical analysis for all 10 participant radiosondes. All
plots use the same scaling of the axes, which allows for easier comparison.

With regard to relative humidity, most of the radiosonde types show on average deviations to the
reference within =5 %RH. One exception is radiosonde G with deviations over the whole humidity
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Figure 5.6: Results of the statistical analysis of difference measurements for relative humidity
(AU = Urs — Uyes) in SHCs including approx. 10 sondes of each of the 10 participant radiosondes.
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range between 5%RH to 10 %RH systematically in the same direction. Also, the minimum-to-
maximum amplitudes for some radiosondes are between 5%RH to 10 %RH. The overall number
of 10 sondes of the same type included in the tests is at the lower end of being a statistically
representative sample, therefore general conclusions should be drawn with care. Nevertheless,
the occurrence of systematic differences of such a magnitude may indicate significant issues con-
nected with the calibration or stability of the humidity sensors of these radiosondes, which in parts
would call compatibility of measurement results in soundings with the uncertainty requirements
into question.

Discussions with manufacturers during the laboratory campaign revealed that the calibration
points mostly do not fully cover the entire operational range (0 to 100 %RH). It appears to be
common practice that the calibration range is limited to the range between approx. 10 %RH and
90 %RH, which is illustrated by the calibration information shown in Table 3.3. This may explain
increased deviations at the 0, 97 and 100 %RH levels identified for some radiosondes, because
extrapolation beyond the calibration range generally involves increased uncertainties. On the
other hand it can be expected that deviations tend to be smaller at humidity values which are
close to sensor calibrations points. This may in particular apply to the 11 %RH SHC.

Polymer-based humidity sensors can show hysteresis effects. The UAII LABH experiment was
designed to identify and - if present — quantify this effect by measuring humidity with the above
described ‘up-down’ cycle. Again, note that during the transfer between SHCs the sensors were
exposed to laboratory air with different humidity and temperature for a short period of a few
seconds.

The results for the candidate radiosondes are summarised in Figure 5.7. Differences between
measured values in the same SHC on the ‘up’ and ‘down’ path of the cycle are evaluated (except
of the measurements at 100 %RH): AUpys = Ugown — Uup. NO uncertainties are estimated because
differences of measurements with the same sensor are analysed. The results are interpreted
as a hysteresis effect. It can be observed that up to the 75%RH level the effect increases
(reaching 5%RH) with increasing ambient humidity. In contrast, it goes back to smaller values
at the 97 %RH level. This pattern is observed for all radiosonde models, however there is a
considerable spread in the magnitude of the effect for the various models; the maximum values
range from less than 0.4 %RH to more than 5%RH.

It is worth considering that clipping of the raw data at 100 %RH may artificially reduce the hys-
teresis observed at 97 %RH for radiosondes that overestimate the humidity at high humidity
levels and that perform clipping as well.

The repeatability of the humidity measurement was tested for each radiosonde type by repeating
the entire SHC cycle five times with two radiosondes. It is noted here that the radiosondes were
re-initialised according to the manufacturer-prescribed routine ground preparation procedures
between each of these five cycles. Some of the radiosonde models (A and H) showed increased
numbers of erroneous measurements or data failure in the fourth or fifth run so that no analysis
at the 100 %RH level could be carried out. This may be due to the extended operation time of the
radiosondes or the repeated handling while transferring the radiosonde between the SHCs. With
a single measurement cycle taking 1 to 2 hours, the radiosondes were continuously operated
for up to 10 hours at a time, which is much longer than the standard use during an operational
sounding, and thus is likely to exceed the capacity of the battery.

Figure 5.8 shows an overview of the repeated measurements of a (randomly selected) radiosonde
of each candidate. The repeatability is expressed in the representations of the statistical param-
eters in the figure (e.g. vertical size of the boxes), not in the deviation from the respective
reference humidity. For the latter, compare also to Figure 5.6.

A few candidates (e.g. B, E, F) show very good repeatability within 2%RH. Others cover, de-
pending on relative humidity, a span of up to 5%RH, in some cases up to 7 %RH.

Figure 5.9 illustrates with four examples how the results evolve with repeated runs of the experi-
ment and how these vary among the different radiosonde types. Note the different y-axis scales.
Panel (a) shows pattern that might indicate a long-term “training” or “saturation” effect of the
sensor, i.e. the deviations of the measurement values change with the number of expositions of
the sensors to the reference conditions, with a similar rate at all humidity levels. Panel (b): A
similar “training” effect as in (a) might take effect, however evolving in the other direction, at
least at lower humidity levels. Panel (c) . reflects what is most likely to be expected: no sig-
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Figure 5.7: Averaged hysteresis effect (approx. 10 sondes) for relative humidity (AUnys = Urs,up —
Urs,down) for the 10 UAII participant radiosondes.
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Figure 5.8: Repeatability of relative humidity measurement AU = Us — U after running the
SHC series five times. Each panel is for a single radiosonde unit of one of the 10 participants.
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(a) Sonde G (b) Sonde A

(c) Sonde D (d) Sonde B

Figure 5.9: Results of the repeatability tests, showing the variability of the humidity deviations
to the reference values over the five measurement runs for four of the tested radiosondes. Note
the different y-axis scales.

nificant changes over all cycles. Panel (d): similar to (c), i.e. low variation over the runs (good
reproducibility), no clear trend.

5.3.4 Temperature

In parallel to the performance tests of the relative humidity sensors also the radiosonde’s tem-
perature sensor data were used for comparison with the reference sensors installed in the SHCs.
Although limited to ambient laboratory conditions between 20 °C and 24 °C, the results provide
some insight into the temperature measurement under these conditions.

The plots used to present the results for temperature resemble those for relative humidity dis-
cussed in the previous sections. No systematic effects were expected over the six SHCs with
regard to the differences to the references sensors, especially because the temperature mea-
surement under the stable conditions in the SHCs should not be sensitive to actual humidity
level.

An example of the results for a selected radiosonde is shown in Figure 5.10, in that case show-
ing very small mean deviations of less than 0.01 K from the references and a scattering of the
data within £0.03 K. Note that the calibration uncertainty of the reference sensors used in the
comparisons is 0.03K (k= 1).

The results in the example fit in with the expectation that the air temperature measurement is
insensitive to the (humidity) conditions in the actual SHC. Therefore, the results from all SHCs
are averaged, statistically analysed, and visualised in the following diagrams.

The overview plot in Figure 5.11 shows good results for about half of the participant radiosondes
with the mean temperatures deviating less than 0.1 K from the reference, and with a data spread
(maximum minus minimum) of a similar range. The other half shows larger mean deviations
between +0.1K and +0.2K, with the minimum-maximum span reaching almost 1.0K. Some
units of the D and L radiosondes produced results that were categorised as outliers (black dots),
consistently in all SHCs, which may indicate sensor instability, or more likely systematic offsets
related to calibration.
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Figure 5.10: Statistical evaluation of the comparison measurements (AT = T;s — Tref) @t room
temperature in the series of six SHCs with 10 sondes of the same type (C).

Figure 5.11: Statistical evaluation of the comparison results (AT = Tis—Tref) at room temperature
using 10 copies of each of the tested radiosonde models.

In analogy to the relative humidity measurement programme, the repeatability was investigated
in the separate test series where two units of each candidate radiosonde were temperature-
compared five times in a row in all SHCs. In contrast to humidity, no systematic drift or saturation
effects are expected during the temperature measurements over the course of these tests, since
radiosonde temperature sensors are generally assumed to be insensitive to the water vapour
content in air (as long as there is no net evaporation or condensation at the sensor surfaces).
Figure 5.12 summarises the results for a single unit of each of the radiosonde models. Apart from
certain - probably calibration related - deviations of the means from the references, the repeata-
bility is generally good, indicating good sensor stability and confirming the above expectation. An
exception are the radiosondes F and K with comparatively large spread. Figures 5.13 and 5.14
provide a closer look to these two radiosonde types, showing the statistics of the reproducibility
tests using 10 sondes (upper row in Figure 5.13) and the repeatability test for a single radiosonde
running five times over the humidity cycle (lower row), all resolved for the six SHCs. Apparently
systematically deviating values at the highest humidity levels (at least in (a), (b), and (c) might
suggest certain influence of the humidity on the temperature measurement.

Figure 5.14 shows the deviation to the reference temperature for the two single radiosondes F and
K varies with the run number at all humidity levels rather than with humidity. This might indicate
that certain (random) persisting offsets are added to the originally calibrated temperatures, which
might be related to the radiosonde re-initialisation procedures before each of the measurement
runs over the SHCs.
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Figure 5.12: Statistical evaluation of repeatability of temperature differences (AT = Trs — Tref),
based on measurements using a single radiosonde of each candidate five times in a row over all
SHCs.

5.4 CONCLUSIONS

The LABH tests that were performed in the SHC at room temperature between 0%RH and
100 %RH, provide useful insights into the performance and the quality of the calibration for
the humidity sensor. For the majority of the radiosonde models, the mean bias is less than
5%RH over the whole humidity range, which is in agreement with the uncertainty specification
provided by the manufacturers. However, the models systematically show larger deviations of
up to 10 %RH. Hysteresis-like effects are observed for all radiosondes, with an average value
of 5%RH, although considerable differences in magnitude among the individual candidates are
found.

The repeatability test results, namely the measurement precision achieved with the same ra-
diosonde in five consecutive measurement cycles under the same conditions, show that some
of the radiosondes were stable within <2 %RH, while others were less stable showing in parts
trend-like variations, which might be connected to conditioning or saturation effects. Some of
the measured deviations from the SHC reference humidities exceed 7 %RH, which is substantial
with regard to current quality requirements.

Regarding the temperature sensor tests at room temperature, mean deviations relative to the
used references of virtually zero to about 0.3 K are identified, with about half of the 10 sondes
showing deviations of less than 0.1K. However, the distributions of the individual measure-
ment points for a radiosonde as well as the occurrence of outliers varied considerably among the
10 candidates.

The investigation of some of the sensor properties of the temperature and humidity sensors at
temperatures between 25°C and as low as —75°C is presented in Chapter 6.
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(a) Deviation from reference, radiosonde F (b) Deviation from reference, radiosonde K

(c) Repeatability, radiosonde F (d) Repeatability, radiosonde K

Figure 5.13: Detailed view on the results of the temperature comparison with reference for the
two candidate radiosondes F and K. Upper row: statistics over 10 radiosondes of the same type.
Lower row: statistics for repeatability tests with a selected single radiosonde.

(a) Results for repeatability test separate for each (b) Results for repeatability test separate for each
run and humidity level, radiosonde F run and humidity level, radiosonde K

Figure 5.14: Time-dependent change of results of repeatability during 5 runs of temperature of
two candidate radiosondes F and K.
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6 HUMIDITY AND TEMPERATURE SENSOR PERFORMANCE AT LOW
TEMPERATURE (TLAG, LOWT)

6.1 INTRODUCTION

The large range covered by atmospheric temperatures and water vapour content between the
surface and the middle stratosphere is a challenge for the radiosonde’s temperature sensor and
especially its humidity sensor in view of the steadily growing demands on data quality. In Chap-
ter 5 the measurements are described to test the performance of the radiosonde humidity sensors
at room temperature. The purpose of the tests presented in this chapter is to investigate the
performance of the humidity and temperature sensors at low temperatures. To do so, the sen-
sors are exposed to an air flow at well-defined low temperatures under controlled conditions in
a climatic chamber. The focus is on the ability of the humidity sensor to record rapid changes in
relative humidity. Contemporary radiosondes employ capacitive polymer-type sensors, that are
known to show a considerable delay in their response to humidity changes under cold conditions.
In a second test, the temperature recorded by the radiosondes is compared to reference sensors,
with the purpose of assessing the calibration of the temperature sensor at low temperatures.

All radiosondes participating in UAII 2022 employ hydrophilic polymer sensors. The polymer
material is arranged as a thin film between two porous electrodes forming a plate capacitor.
Water vapour molecules from the surrounding air diffuse into the pores of the polymer matrix and
adsorb or desorb on the material surfaces. Adsorbed water vapour molecules change the relative
permittivity (dielectric constant) of the polymer material and consequently the capacitance of the
sensor element. This capacity is measured in an electronic circuit yielding the relative humidity
of the ambient air after proper calibration of the capacitive sensor.

Under equilibrium conditions, the adsorption and desorption rates of water molecules in the poly-
mer material are in a dynamic equilibrium. The response of the sensor to changes in humidity
is determined by the time it takes to re-establish this equilibrium. The rates, and hence the
response times, considerably slow down with decreasing temperature. As a consequence, the
sensor is not able to follow the rapid humidity changes that usually occur in a radiosounding when
ascending through layers with changing water vapour content. That is, vertical structures of hu-
midity in the atmosphere that occur ‘faster’ than the sensor’s response time will be smoothed,
and the measured humidity follows the true profile with a delay; this effect is commonly referred
to as ‘time lag’. As a result, the values measured by the humidity sensor (raw data) may devi-
ate considerably from the true humidity in certain parts of the profile, in particular in the upper
troposphere and tropopause where ambient temperatures are low and where large humidity gra-
dients often occur. Typical values for the time constant range from about 1s at 20°C to more
than 100s for temperatures below —60°C, and is determined by properties such as its design,
the employed materials for polymer and electrodes, and its shape and thickness. Consequently
there is a considerable variation of the time lag among the different sensor versions from various
manufacturers, and the differences at low temperatures can be one or two orders of magnitude.

Most manufacturers apply a time lag correction in their data processing, where the correction
aims to reconstruct the true atmospheric humidity profile from the measured time-lagged raw
data (see Dirksen et al., 2014; Miloshevich et al., 2004). Therefore, a proper characterisation
of the time-lag, specific for the actual sensor type and resolved for the temperatures covered in
radiosonde soundings, is essential for the quality of the final relative humidity in the data product.

In the framework of GRUAN activities, a dedicated setup has been developed at the Lindenberg
Meteorological Observatory to characterise the response time of humidity sensors at well-defined
low temperatures. This test facility was used during the UAII 2022 laboratory campaign to assess
the time lag behaviour of the humidity sensors (TLAG) as well as to check the performance of
the air temperature sensor (LOWT) between 20°C and low temperatures representative for the
tropopause region. The TLAG and the LOWT tests were performed using the same setup but in
separate measurement runs.
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Figure 6.1: Illustration of the model sensor response time r for an ‘upward’ step in relative
humidity. AU denotes a (relative) step-wise change of relative humidity at ¢ = ¢y, and the black
curve indicates the sensor’s response.

6.1.1 Time lag measurement

The investigation of the humidity sensors (TLAG) aims at the identification of the response be-
haviour and the quantification of characteristic response times (the time lag) at various temper-
ature levels. The underlying assumption is that the response of the sensor to a step-wise change
in humidity can be modelled by a simple exponential equation, so that the sensor’s time lag per-
formance can be described with a single parameter, the response time r. It can be determined
directly from the response curve by sampling the measured values with time after exposing the
sensor to a step-wise change of the relative humidity in the surrounding air stream. The response
curve is then given by

U(t > to) = Uso — (U — Up) ™ 7. (6.1)
Here, 7 (in seconds) is the characteristic response time (inverse of the time constant), i.e. the
time the sensor takes to reach 63.2% (or 1 — 1/e) of the ambient humidity after the step-wise
change, and ¢, is the moment the change is applied. U, denotes the relative humidity to which
the sensor converges (corresponding to the ambient humidity after the step-wise change) at a
rate according to its characteristic response time. Figure 6.1 illustrates the shape of the sensor’s
response curve and how to determine the response time 7.

Despite the large variability of the time lag behaviour among different sensor types, the response
behaviour in the temporal range is similar in its basic form, which allows to evaluate the measured
time lag using the same approach (Section 6.3.1). The measurements were conducted at surface
pressure. Since relative humidity is defined in terms of partial and saturation pressure of water
vapour, it is assumed that the sensor response time is independent of air pressure.

The purpose of the tests within the TLAG experiments is to get an overview of the response of
the sensors to rapid changes in humidity. Using the model in Equation (6.1), the response time is
determined at various temperature levels, and the relation of the response time to temperature
is evaluated. For these tests it is essential that the raw data is used with the manufacturer’s
calibration applied, but no further processing. The experiments do not assess the quality of
relative humidity product data which are generally processed raw data and subject to various
corrections.

The results relate to the particular experimental configuration as realised in the setup (see Sec-
tions 6.2 and 6.3.1), e.g. the particular air circulation pattern around the sensor boom, flow
velocity, radiative environment, etc. The representativity for real ascents is not evaluated. The
primary objective is to demonstrate the basic systematics for all involved radiosonde models
at comparable conditions. A comprehensive characterisation of the time lag requires a more
elaborate measurement program.

Provided that the sensor is well characterised (and that an appropriate time lag correction model is
applied), corrected relative humidities of somewhat slower sensors can in principle still reasonably
represent the actual atmospheric profile. However, the correction brings its own uncertainty, and
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the uncertainties of the corrected humidity increase with the correction amount (i.e. with the
amount of time lag). This is on the one hand due to the increasing uncertainties of the measured
or estimated response times, and on the other hand because slower sensors smooth the natural
atmospheric structures more, which leads to a deteriorated signal to noise ratio in the corrected
profile. This means that faster sensors will generally provide relative humidity profiles of higher
quality after correction, so that it is advantageous to employ fast humidity sensors.

6.1.2 Low temperature calibration assessment

Manufacturers use different methods to calibrate the temperature sensor of their radiosondes.
They either rely on factory calibration from the supplier of the sensor, or perform a calibration
themselves by immersing the sensor boom with integrated temperature sensor in a liquid bath
at selected temperatures.

A relevant factor for the quality of the temperature profile measured by the radiosonde is the
temperature range for which the sensor is calibrated. This range should cover the temperatures
encountered in flight, otherwise extrapolation errors may occur. The number of temperatures
at which the calibration is performed (support points) together with the applied fitting function
contribute to the uncertainty of the calibration as well, especially if the calibration function devi-
ates from linear. The supplier-calibration of the isolated sensor can differ from that of the fully
integrated sensor due to influence of the electronic circuitry of the radiosonde. Therefore, relying
solely on the supplier calibration without additional calibration checks carries the potential risk of
inaccurate temperature measurements.

For the temperature comparison part of the experiments (LOWT), the readings of the radiosonde’s
temperature sensors are compared at selected temperatures to those of nearby-installed refer-
ence sensors. The aim of this test is to assess the calibration of the temperature sensor and
to investigate the stability of the radiosonde at low temperatures. The time lag setup was not
designed to perform precise calibration measurements, so that the uncertainties for the LOWT
measurements are expected to be larger than these performed in dedicated calibration setups.
However, the temperature comparisons could be performed ‘for free’ during night time as a spin-
off of the time lag measurements, i.e. without requiring additional resources, making it worth
the effort. The LOWT experiments are described in detail in Section 6.3.2.

6.2 EXPERIMENTAL SETUP

The setup creates a constant flow of either dry or humid air, that flows around the sensor booms
of the radiosondes. The setup allows to switch quickly between the dry and moist flows, so that
the sensors are exposed to a step-wise change in relative humidity. The setup is mounted inside a
climatic chamber (Feutron KPK 400), allowing to control the temperature of the air flow between
room temperature and approximately —75°C. Figure 6.2 shows a schematic sketch and a picture
of the setup.

The main components of the setup are:

e Stainless steel and copper tubes with 6 mm inner diameter to guide the airflow. The incom-
ing, dry air flows through a 25m long coil for the purpose of heat exchange, so that the
airflow is in thermal equilibrium with the climatic chamber.

¢ a home-made humidifier, consisting of a twisted 2m long copper tube of 25 mm diameter.
Inside the horizontally mounted humidifier the dry air flows over a water/ice layer, that
moistens the air flow by evaporation/sublimation. The water vapour content of the air flow
that exits the humidifier is close to saturation at room temperature and decreases somewhat
with decreasing temperature.

¢ At the end of the cooling coil, the air flow is split into two branches, one of which is connected
to the humidifier

¢ A system of two motor-driven 2-way-valves feed either dry or moist air into both measure-
ment cells.

e Two quartz glass tubes (22 mm inner diameter) are the measurement cells in which the
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Figure 6.2: Sketch and photo of the experimental setup for the investigations of humidity and
temperature sensor at low temperatures.

sensor boom of either radiosonde was mounted. Inside the cell, the boom is exposed to a
constant air flow.

With this setup, two radiosondes can be operated and tested simultaneously. Both radiosondes
are exposed to an airflow of the same origin (i.e. either dry or moist), and switching between dry
and moist air and vice versa can be performed at will.

The switching time of the valve is well below 1s, which enables the required step-wise change
of humidity in the measurement cells. The water vapour content of the air exiting the humidifier
is neither actively controlled nor measured, but previous tests have shown it to be close to
saturation, especially in the upper half of the temperature range employed during the TLAG and
LOWT measurements. In other words, the water vapour content in the moist air flow is always
sufficient to produce humidity changes of the size needed to investigate humidity sensor time
lag.

The air flow is controlled by the inlet pressure of the dry air, and is measured by a digital flow
meter. During the tests a fixed flow of ~6 L min~! was employed for each of the two measurement
cells, which corresponds to an effective flow speed of ~0.4 ms~!. At this flow speed, the calculated
exchange time of air in the cells is approximately 0.25s. The air flow is produced from ambient
air, which was dried in a high-performance desiccant unit before being fed into the setup. The
dew point of the dry air is below —90 °C (water vapour content <0.15ppm).

Figure 6.3 shows a radiosonde sensor boom mounted in a measurement cell. The flat sensor
boom is clamped in a small slit of the black end cap at the right-hand end of the cell. The cap
also holds two PT100 sensors which are positioned inside the cell, close to the temperature sensor
of the radiosonde, for independent measurement of the temperature inside the cell. Additional
ventilation holes in the cap prevent the build-up of pressure inside the cell. It is assumed that
the air inside the cell is well-mixed at all times.

Seven of the ten participating radiosonde models use a cover or a similar construction to shield
the humidity sensor from direct solar radiation or from contamination by water or ice during the
sounding. Since it cannot be excluded that the cover affects the airflow around the humidity
sensor and thereby influences the result of the measurement in a specific way during the ex-
periments, it was decided in mutual agreement with the manufacturers to remove the cover of
one of the two simultaneously tested radiosondes for the TLAG and LOWT measurements. The
comparison of the two enables proving the existence and general systematics of a possible cover
effect.

The radiosondes were connected to an external power supply provided by the observatory to
ensure continuous operation of the radiosonde during the prolonged measurement runs at low
temperatures. The manufacturer receiving systems and computers were placed in the laboratory
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Figure 6.3: Installation of a radiosonde sensor boom within the glass cell together with two
Pt100 sensors used as temperature reference.

room close to the climatic chamber. Transmitting frequencies of the radiosondes were set accord-
ing to the specifications of the Lindenberg staff. In addition to the use of their sounding systems
for data recording, the manufacturers provided tools for visualising incoming data in real-time.
These visualisation tools enabled monitoring and on-the-fly evaluation of the measurement data,
which is essential for defining the times of switching between dry/moist air flow during the TLAG
experiments. All readings of the sondes under test as well as those of the setup sensors were
recorded at a rate of 1s™1. The clocks of the radiosonde systems were synchronised manually
with those of the setup’s data acquisition system before the start of each measurement run.

The traceability of the Pt100 sensors used in the LOWT measurements (Section 6.3.2) is ensured
by regular comparisons with two reference Pt100 sensors over the temperature range —90°C to
20°C. During the comparison procedures the sensors are immersed in a well-mixed temperature-
stabilised bath of silicon oil. The two reference Pt100 sensors are calibrated at regular two-year
intervals by the company Ahlborn against references that are traceable to the national standard
that resides at the Physikalisch Technische Bundesanstalt (PTB), the national metrology institute
in Germany. The resulting calibration uncertainty of the references Pt100 sensors is 0.06 K (k = 2).

6.3 MEASUREMENTS AND RESULTS

6.3.1 Quantification of humidity sensor response time (TLAG)
6.3.1.1 Measuring program

Three working days of laboratory activities were scheduled during the UAII 2022 TLAG experi-
ments for each manufacturer, with a measurement program according to the following guideline:

e Day 1 - preparation: adaption and installation of the radiosondes into the measurement
cells; test of proper functioning of the radiosonde systems and the setup; test runs at
room temperature and determination of the lowest temperature at which the measurements
produce meaningful results; initial assessment of the behaviour of the humidity sensor and
the range of response times.

e Day 2 - execution of the ‘mandatory’ measurement program, which consists of at least two
complete cycles (dry to humid and humid to dry) at —70°C, —50°C, —30°C, and —10°C.
This mandatory program is performed in the same manner for each participating manufac-
turer. The time needed to perform the mandatory program varied among the participants
because of different sensor response behaviour.

e Day 3 - continuation of the mandatory measurement program, if needed. Otherwise, there
was the option for repeating measurements, or for performing tests at additional temper-
ature levels, or for other tests defined cooperatively by the manufacturer and Lindenberg
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Figure 6.4: Example of a typical TLAG measurement run at four temperature levels of —70°C,
—50°C, —30°C, and —10°C in one of the two test cells. Upper panel: T of radiosonde sensor
(blue), the two reference sensors (TM20 and TM21), and T of air circulating within the climatic
chamber. Lower panel: Readings of uncorrected calibrated raw data of relative humidity. The
blue shaded areas indicate the time intervals when the sensor boom was exposed to humid air.
Several shifts between the dry and humid state are realised at each T.

staff.

Beyond the mandatory measurement program at —70°C, —50°C, —30°C, and —10°C, temper-
ature levels for additional measurements were set individually. The decision on which measure-
ments to perform depended on the actual progress, the occurrence of technical issue, and the
actual sensor response behaviour.

6.3.1.2 Measurements

A typical measurement run consists of a series of humidity cycles at constant temperature levels.
The measurement program starts at the lowest temperature level, and ends at the highest via
the intermediate temperature levels. The rationale for this scheme is to avoid that the inner
surfaces of tubing or valves are colder than the air flow and trap moisture. This minimises the
risk of contamination of the dry air flow. At each stabilised T-level, several low-high-low humidity
cycles are run to estimate measurement repeatability. The switching of the valve was triggered
manually or automatically according to a predefined programme, depending on the situation.

Figure 6.4 shows an overview plot of a typical one-day measurement run in one of the two test
cells. The upper panel shows temperature data from the radiosonde air temperature sensor
(blue), the two Pt100 reference sensors in the actual cell where the radiosonde sensor boom is
installed (green and dark red), and the air temperature inside the climatic chamber, measured by
two other Pt100 sensors (grey) located near the glass cells. It can be seen in the upper panel that
after setting a new level, the temperature in the test cell follows the climatic chamber temperature
with some delay. Therefore, the actual measurements are started after the temperature inside
the cell has sufficiently stabilised.

The lower panel shows uncorrected raw relative humidity data measured by the radiosonde. The
blue shaded areas indicate phases when the sensor boom is exposed to humid air. Switching of
the airflow can be identified in the data by the rising and falling flanks, and a slower response of
the humidity sensor at low temperatures can be identified. The plot shows that the size of the
humidity steps increases with temperature. This is connected to the fact that radiosondes report
relative humidity over liquid water, which is lower than the relative humidity over ice for the same
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water vapour content. Furthermore, the humidifier is less efficient at low temperature. However,
for the TLAG measurements it is less important to have the same relative humidity at all tem-
perature levels than to create sufficiently large humidity differences between the dry and moist
airflow in order to have a good signal, and more importantly, to have temporal stability of the
humidity value in the dry and humid airflow. The quality of the manufacturer’s sensor calibration
plays a subordinate role because the analysis of the response time is based on measurements
of changes of humidity. It is also noted here that for fitting Equation (6.1) for evaluation of the
response times (Section 6.3.1.3) it is advantageous but not essential to select data sections that
fully extend from the beginning of the step into the new equilibrium state. That means, if the
valve in the actual humidity state is switched back to the previous state some time before the
equilibrium is fully established, the sampled data may still be sufficient for meaningful results if
a sufficiently large portion of the full step is covered. This is applied in particular in cases where
the sensor response time is in the order of several tens of minutes and waiting for the equilibrium
to establish would take extraordinary long time.

6.3.1.3 Data evaluation

Temperature The temperature T, of the air stream is determined based on data of the two ref-
erence temperature sensors installed next to the radiosonde sensor boom in the test cells. For
both sensors, temporal averages are calculated over time intervals starting with the valve switch
until the values measured with the humidity sensors approach the new equilibrium value, and
the mean of these two averages is then taken as the final temperature. The evaluated response
times (see next Section 6.3.1.3) are related to these temperatures. An exception is sonde D,
where for technical reasons the sonde’s own temperature measurement was used.

The overall uncertainty u(T,ef) representative for the ensemble of the N data points following the
humidity steps is determined with the following scheme (all uncertainties given for k = 1).

e A possible underlying temporal trend is approximated with the help of a linear fit; a corre-
sponding uncertainty is assigned with:

utrend(Tl,Q) = (Tmax - Tmin)/(Q\/g)'

Noise in terms of the residual as of the above trend is accounted for with:

ug(Th2) = o(T — Ttrend)/\/ﬁ'

These are combined to the uncertainty of the mean for each of the two reference T-sensors:

u(TLQ) Y ugrend + u?f'

Ucal = 0.05 K.

Calibration uncertainty (k =1):

All components are combined for the mean of sensors 1 and 2:

u(Trer) = 5Ju2(T0) +u2(T3) + 20y, (6.2)

The calibration component uc, dominates. Values for u(T,ef) typically range between 0.04K and
0.06K. The uncertainty of the radiosonde’s temperature measurement is determined with a
similar approach. However, information on uncertainties of the calibrated raw temperature data
is not fully available for every radiosonde model.

Determination of response times For each humidity step change, the data are least-squares fitted
using the model in Equation (6.1), separately for the increasing and decreasing step directions.
The interval limits for the data points included into the fits are defined by hand for each upward
and downward step, see examples in Figure 6.5. The fit procedure is repeated three times for
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Figure 6.5: Examples of the sensor response to a step change in relative humidity and deter-
mination of the 63.2 %-time 7. Left: step from dry to humid, T =~—68.9°C, mean r ~294s;
Right: step from humid to dry, T =—9.5°C, mean r ~1.8s. Grey dots are measured humidity
raw data. The sampling rate is 1s~! for all sondes. Blue shaded areas denote times of humid air
flow. The coloured lines are three equivalent model fit lines according to Equation (6.1) (see also
Figure 6.1), but include data intervals of different lengths. Accordingly, three values for r (fit
parameter in Equation 6.1) are evaluated for each step, and averaged for use as the final value.

each step, with identical starting points at or short in time after the valve switch, but extending
over different numbers of subsequent data points and therefore enclosing different portions of
the step response. The parameter of interest, the 63.2% response time 7, is then taken as the
arithmetic mean of the three individual fitted values. The uncertainty of that mean is estimated
in two ways: a) using the 1-0 uncertainties of the fit parameter r given by the fit procedure, and
b) by calculation of the standard deviation of the three resulting 7. Finally, the larger of the two,
which in most cases is the latter, is kept as overall estimate. This approach is motivated by the
idea that the quality (or uncertainty) of the evaluated 7 is generally determined by systematic
deviations of the true sensor response behaviour (in combination with the ‘imperfections’ of the
experimental setup) from the idealised model rather than by random noise of the data points. A
robust goodness-of-fit analysis as a basis for estimating the uncertainties of the fit parameters
and taking such effects into account appears to be complex and is not carried out within this
analysis. It seems therefore evident that the uncertainty from that approach does not account
for all effective components, so it shall be deemed to be a lower boundary.

The data sections or intervals for fitting are individually defined such that the size of the actual
step has been substantially captured. Plots as shown in Figure 6.5 are created for each evaluated
humidity step throughout the UAII 2022 laboratory measurements and used for visual checks
before including the results in further analyses.

6.3.1.4 Results

The estimated 63.2 % response times, based on humidity and temperature time series such as
shown in the example in Figure 6.4, are related to the temperature of the air flow to which the
sensors was exposed. The results are summarised in Figure 6.6. Each panel depicts one of the
participant radiosondes, all with the same axis ranges. Note that, to preserve anonymity, the
letters A to L (panel labels in Figure 6.6) are randomly assigned to the radiosonde models and
different from assignments used to present the results of other experiments of the laboratory
campaign. The plots are semi-logarithmic to account for the quasi-exponential increase of the
sensor response times with decreasing temperature. Blue symbols stand for measurement runs
with a protective cover installed over the humidity sensor as in routine sounding operation. Black
symbols show results from tests where the sensor cover was removed beforehand, or for sonde
models that do not use a cover. Upward and downward oriented triangles denote the direction of
the steps from low to high humidity and vice versa, respectively.

The estimated r generally cover two to three orders of magnitude over the temperature range of
0°C to —75°C. The absolute values at comparable temperatures differ among the sonde types
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Figure 6.6: Response times (63.2 % times) of humidity sensors versus air temperature. Each
panel represents one of the ten radiosonde models. Blue symbols: cover installed on humidity
sensor as in flight. Black symbols: cover removed during the tests, or sonde model does not
own a cover. Upward (downward) triangles: steps from low to high (high to low) humidity.
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by up to about one order of magnitude, sometimes more. At the lowest adjusted temperatures
of about —75°C, the 7 of some sondes reach several 1000s. At the highest temperature level of
the obligatory measurement program (—10°C), r was determined between <1s and ~80s.

It is important to note that the humidity sensors of some of the tested sondes are equipped with
an active heating element in addition to their own temperature sensor. If the sensor is heated
during operational soundings in a controlled manner so that its temperature is a few kelvin above
the air temperature, the risk of contamination is minimised, and in particular the response time is
reduced (e.g. 5K heating reduces r by a roughly factor of 1.5). In the UAII laboratory tests, the
heating functionality of some of the models with heatable sensors was switched off for reasons
of stability or integrity of the recorded data. This must be taken into account when evaluating
the results in Figure 6.6.

As expected, all sondes follow an inverse relation with temperature, and the more or less linear
courses of the data points in the semi-logarithmic plot suggest an exponential relationship. It is
noted here that, when looking to the plots at a glance, the logarithmic scale for r in Figure 6.6
bears a certain risk of underestimating differences or scatter of the data points: the size of the
symbols alone corresponds to almost a factor of about 1.4 in 7.

Sensor covers The experimental tests reveal that the presence of a protective cover systematically
and in parts considerably influence the results for three of the radiosondes (panels A, E, and H),
while other models show smaller or less systematic effects (B, D, C, L). It is reasonable to assume
that such a cover, which is primarily installed to protect the humidity sensor from direct solar
radiation or contamination by water or ice, has the potential to reduce the exchange of air above
the sensor surface with the ‘free’ overflowing air, and thus to introduce some kind of additional
time lag, which may take effect when ambient humidity changes rapidly. The strength of this
effect will be related to the cover design. Although one should be cautious with a quantitative
evaluation because flow conditions and ventilation speed in the test cells are not the same as
in real ascents, the results nevertheless reveal the presence of such an effect for some of the
sondes, which may inspire the concerned manufacturers to further investigations in this regard.
Sonde D shows the opposite effect of slightly lower response times with the cover installed for
most of the temperature levels. This is somewhat unexpected, however, it cannot be excluded
that there is a sensor-to-sensor variability of the response time which in this case may outweigh
the effect from the cover (if present at all).

Direction of humidity steps Response times evaluated from upward or downward humidity step
changes are distinguished in Figure 6.6 with the upward and downward orientation of the tri-
angle symbols. A closer look reveals systematic factorial offsets over the whole temperature
range or at least over coherent parts of it for some of the radiosondes (A, B, E, F, H, K). It is
interesting that the temperature range at which this effect is visible varies among the radioson-
des concerned, and that for some models the ‘upward’ response times exceed the downward (F,
K), while others show the reverse (A, B, E, H). Without attempting a conclusive explanation, it
can be assumed that this is a real effect that lies with the sensor technology of the radiosondes
rather than being (solely) generated by the experimental setup. However, further investigations
are required, which are beyond the scope of the UAII 2022 laboratory tests.

Uncertainty considerations The uncertainties discussed in Section 6.3.1.3 are not included in the plots
in Figure 6.6 because they are generally smaller than the symbol size in that representation. It
can be stated that the spread of r from multiple measurements at the same temperature level
generally exceeds the uncertainty which is estimated for single points (Section 6.3.1.3). This
indicates the existence of other components that are not identified or quantified and therefore not
taken into account. For example, different sonde units, especially when sampled from different
production batches, may lead to enhanced scatter (as part of the reproducibility). Due to the
limited number of measurements and tested radiosondes, such uncertainty components cannot
be fully quantified. Also, undetected deviations of the sensor behaviour (or more precisely the
combined effects of sensor and setup) from the model used to quantify the response times may
add to more realistic overall uncertainties. Therefore, the uncertainties u(r) analysed in the
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context of the UAII 2022 measurements, which are also provided to the manufacturers, should
be considered as lower boundaries or minimum estimates.

According to the actual sensitivities of the response times to temperature changes, |07/9T|, the
evaluated temperature uncertainties do not significantly contribute to the combined uncertainties
inT.

For low values of 7 in the range of less than about 1 s at higher temperatures, the influence by the
glass cells’ own time-lag takes effect. Given the air speed of about 0.4 ms~! and the geometry of
the cylindrical glass cells, an effective time constant of the air exchange within the cell of >2s71
(according to a ‘response’ time of 0.5s or less) can be assumed. The measured response time
is the combination of both the sensor time lag and the cell exchange time. At values for 7 of a
few seconds or higher, the effect quickly becomes insignificant. An assumed true response of the
sensor of 1s would be exceeded by the measured 7 by about 30 %. That means, in the range of
response times lower than about 1s, the measurement results essentially reflect a peculiarity of
the experimental setup. This also might account for the slight bending-in at the high-temperature
end of the data sets in Figure 6.6 for some radiosondes. However, response times of 1s or less
do not introduce significant errors in humidity profiles of real soundings.

6.3.2 Assessment of temperature sensor calibration at low temperature (LOWT)

The LOWT measurements are performed at predefined temperature plateaus between —75°C
and 20°C, with the same configuration of the measurement setup that is used for the TLAG
measurements. The temperature controller of the climatic chamber is programmed to keep a
constant temperature for 60 minutes before switching to the next temperature set point. Tem-
perature intervals are 5K below —60°C and 10K above —60°C. Figure 6.7 shows the evolution
of the temperature inside the measurement cell during a typical LOWT measurement run. The
1 hour residence time at each temperature level is assumed to be long enough to stabilise the
chamber and to minimise temperature gradients inside the measurement cell, while reaching a
sufficient number of temperature levels in the time available. The readings of the radiosondes
in both measurement cells, of the reference Pt100 temperature sensors inside the measurement
cell, and of the chamber’s monitor sensors, were recorded continuously at 1s intervals. The
LOWT measurements are performed after work hours, typically from 18:00 in the afternoon till
7:00 in the morning (local time), and does not require human intervention while the temperature
program of the climatic chamber is executed.

As shown in Figure 6.7, the temperature program of the climatic chamber starts by cooling down
to —75°C to return to 20 °C via the intermediate plateaus. The advantage of this approach is that
the next morning the climatic chamber is at room temperature so that the set up is accessible
for inspection or for the preparation of subsequent tests.

Inside the measurement cell, the Pt100 sensors are positioned as close as possible to the tem-
perature sensor of the radiosonde in order to minimise the temperature difference between them
(see Figure 6.3). However, as the time lag setup was not designed for precise temperature cali-
bration, it can not be excluded that residual temperature gradients occur inside the cell, that will
limit the accuracy of LOWT measurements. To illustrate this, Figure 6.8 shows the differences be-
tween both Pt100s for two different measurement runs. The clearly visible spike-like differences
of approximately 0.2K size are the result of temperature gradients inside the measurement cell
when the climatic chamber is transitioning to another temperature level. In the course of sev-
eral minutes, these temperature excursions flatten when the climatic chamber stabilises and the
gradients disappear. However, from the dissimilarity between both plots in Figure 6.3 it is clear
that the temperature gradient inside the cell evolves differently for different radiosonde models,
presumably as a consequence of the exact placing of the Pt100s inside the cell and the way the
sensor boom affects the airflow. It is observed that for about half of the participating radiosondes,
the temperature difference between the Pt100s behaves similar to the upper plot in Figure 6.8,
indicating small temperature gradients, whereas for other participants larger gradients, occur,
resulting in temperature differences as in the lower panel of Figure 6.8, or larger.

Based on this, it is estimated that the LOWT measurements will provide information on the
calibration of the temperature sensor with an uncertainty of 0.2K.
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Figure 6.7: Example of the temperature inside the measurement cell during a typical LOWT
measurement run. The measurement program starts in the evening at —75°C and ends at 20°C
next morning.

Analysis of LOWT data For each temperature plateau the difference between the temperature read-
ings of the radiosonde (calibrated raw data) and the Pt100 sensors is evaluated, using the last
1500 data points, or 30 minutes, of the plateau. This yields the statistical mean and standard
deviation of the temperature differences of a sufficiently large sample. For this comparison,
the data of the radiosonde and of the Pt100 sensors is synchronised using their respective UTC
timestamps. The radiosonde temperature is compared to the average of both Pt100s in the cell.

The observed temperature differences dT' = Ts — T;es for all participants are summarised in the
plots in Figure 6.9, showing that for several participants (A, E, H, and L) the difference is less
than 0.2K, with a weak dependence on temperature. Note that, to preserve anonymity, the
letters A to L (panel labels in Figure 6.9) are randomly assigned to the radiosonde models and
different from assignments used to present the results of other experiments of the laboratory
campaign. Although 0.2K represents the earlier-discussed uncertainty limit of the LOWT mea-
surement setup, it is noteworthy that basically all participants exhibit a predominantly negative
bias. For participants C, D and K the difference is partly within 0.2 K, but increases steadily to
exceed this 0.2K near the extremes of the temperature range. In case of participant D this in-
creasing bias with temperature is particularly profound for T" > 0°C growing to 0.8 K at 20 °C. For
participant F the bias is within 0.2 K at 20 °C, but increases steadily with decreasing temperature,
to reach —1K at —75°C. The results for participant B could not be evaluated. Due to technical
reasons the Pt100 sensors could not be inserted into the measurement cell together with the
radiosonde’s sensor boom so that the measurements were performed with the Pt100 sensors
outside the cell. However, this spatial separation between the radiosonde temperature sensor
and the reference sensors introduced an additional, unknown, temperature bias which impeded
a reliable assessment of the calibration of that radiosonde’s temperature sensor.
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Figure 6.8: Evolution of the difference between the readings of both Pt100 temperature sensors
inside a measurement cell during a LOWT measurement. The black trace represents the differ-
ence for cell 1 (TM10-TM11) and the red trace represents the difference for cell 2 (TM20-TM21).
The upper panel shows a good-case scenario, i.e. a measurement run with small temperature
differences, whereas the lower panel shows a measurement run with larger temperature differ-
ences. The time axis for the plot in the upper panel is the same as in Figure 6.7, the plots in the
lower panel is from a different measurement run with other radiosondes than in the upper panel.
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Figure 6.9: Differences between the temperature readings of the radiosonde and the reference
temperature in the range —75°C to 20°C observed the last 30 min of the temperature plateaus
shown in Figure 6.7. The reference temperature is given by the average of both Pt100 tempera-
ture sensors inside a measurement cell, and the triangles and squares represent the results from
either measurement cell. The dashed lines represent the 0.2 K uncertainty of the setup. Results
for one of the participants (panel B) are not shown because reference temperature measurements
are not available for technical reasons. The y-axis ranges are the same for all plots, except for
participants D and F.
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7 RADIATION SENSITIVITY OF AIR TEMPERATURE MEASUREMENT (RADI)

7.1 INTRODUCTION

Sunlight influences daytime air temperature measurements by radiosondes due to warming of
the sensor by absorption of radiant energy. The amount of heating varies with altitude and
may exceed 1K in the final part of the sounding. Accurate knowledge about the strength and
characteristic of the solar heating is indispensable for developing and applying corrections. Since
there is no way to determine the heating of the sensor in flight, one has to base the correction
model on measurements in a laboratory environment.

At atmospheric conditions, the magnitude of the heating depends on the design of the radiosonde
and on the employed sensor technology. This includes for example size, shape, and surface
coating of the sensor boom and the sensing element, and on the orientation of sensor and the
boom with respect to the Sun. However, the heating of the sensor also depends on the air flow
over the sensor during ascent, because the flow induces convective cooling that counteracts the
warming. As the cooling efficiency decreases with pressure, this leads to a steady increase of the
sensor heating with altitude. The orientation of the sensor relative to the flow direction (i.e. the
angle of the sensor boom) is another parameter that determines the resulting amount of heating
because it defines the flow cross section and therefore the cooling rate.

The GRUAN Lead Centre at the Lindenberg Observatory developed a laboratory setup (Simu-
lator for Investigation of Solar Temperature Error of Radiosondes, SISTER) to simulate conditions
similar to those encountered during a radiosonde ascent, that allows to investigate the influence of
a number of key parameters on the solar heating of the temperature sensor. These experimental
parameters are the flux and incidence angle of the radiation, air pressure, and the speed of the
air flow. SISTER is constructed as a rectangular-shaped ~2 m long closed-circuit wind tunnel (see
Figure 7.1). The radiosonde is mounted inside a glass tube to allow for illumination by an external
light source. The glass tube is wide enough to enable rotation of the radiosonde with unfolded
sensor boom around the longitudinal axis (see Section 7.2). This design allows mimicking ascent
conditions to a wide extent, including continuous changes of the illumination as a result of the
spinning of the radiosonde. The exposure of a sizeable part of the sensor boom to the impinging
light beam recreates the heat exchange between sensor and boom that occurs in flight. The aim
of the setup is to measure the temperature increase that the irradiated sensor measures with
respect to the constant background temperature of the circulating air, and to investigate how this
warming depends on changes in the described parameters. A comprehensive description of the
setup and the underlying concept can be found in von Rohden et al. (2022).

The goal of the experiment is to assess the sensitivity of the radiosonde’s sensor and sensor boom
to solar radiation, rather than the quality of the manufacturer’s data product which is optimised for
conditions in real soundings. Therefore, only raw data were recorded during the tests which are
normally not accessible to the user (see Appendix C). Raw data are calibrated measurement data
of temperature that were not subject to any further processing. This means that no corrections
of measurement errors and other systematic effects were applied, and especially no correction
for the solar radiation temperature error.

During the laboratory phase of the UAII 2022 campaign, all participating radiosondes were tested
in the SISTER setup. The tests comprise a well-defined set of measurements at selected settings
for pressure and ventilation speed at specific irradiances and incidence angles (see Section 7.3.1).
These parameters are varied such that they essentially covered the atmospheric conditions en-
countered during an ascent so that a rough overview of the solar effect could be obtained.

One or at most two specimen of each radiosonde model were tested for each manufacturer.
Certain variability of the radiation sensitivity may exist when testing several specimens of the
same model under the same conditions (same set of parameters), for example due to production
variability in sensor shape and size. This was not quantified within the UAIL. No definite statement
is therefore given about the representativity of the results in that regard.
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Figure 7.1: Sketch of the Simulator for Investigation of Solar Temperature Error of Radiosondes
(SISTER), used to test the short wave radiation sensitivity of the temperature measurement with
radiosondes participating in UAII 2022.

For a complete quantitative characterisation, more comprehensive measurements are required.
The results from the laboratory tests may help the manufacturers in assessing the quality of their
algorithms and underlying assumptions for the solar radiation correction.

7.2 EXPERIMENTAL SETUP

A schematic drawing of the setup is shown in Figure 7.1. The main parameters are controlled as
explained in the following (detailed descriptions in von Rohden et al. (2022)).

Light source: a 2500 W Xe-plasma lamp to simulate sunlight; a collimated beam with ~25cm
diameter; the irradiance is controlled by changing the distance SISTER and the light source
using a calibrated distance relationship; irradiance on sensor around 1000Wm~=2. It is
assumed that the warming caused by the light source is the same as that by the Sun at the
same irradiance level (i.e. the spectrum of the light source is similar to that of the Sun).

Angle of incidence « (simulating solar elevation) controlled by turning the setup relative to
the light source; adjustable range 0° to 60°.

Pressure p controlled with a membrane pump, measured using two p-gauges (1000 hPa to
0hPa and 13.652 hPa to 0 hPa); experimental p-range between ambient and ~3 hPa.

Flow speed v controlled by fan voltage (Uz,,); v at the position of the radiosonde determined
from a look-up table v(Uzsan, p) Which is based on extensive Laser Doppler Anemometry (LDA)
calibration measurements; the fan’s rotation speed is measured with an optical counter
inside setup; v is continuously adjustable up to ~6.5ms~! (depending on p).

Axial rotation of the radiosonde (to simulate the spinning during ascent); driven by a
computer-controlled stepper motor; fixed positions can be selected,

Exposure intervals controlled with a motor-driven shutter blocking the light beam; interval
lengths chosen by hand’ (half a minute to several minutes).

Temperature of air stream: no active control (background temperature in the laboratory);
measured at 1s~! using four thermistors mounted at various positions in the air flow up-
stream of the radiosonde.
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e Water vapour content (relative humidity): neither controlled nor measured.

The radiosonde is mounted at the end of a rotatable support rod. The sonde’s casing is removed
before to reduce drag, and the sensor boom is fixed at an angle relative to the air flow that is
similar to that in soundings. The radiosonde mount is then inserted into the glass tube, such that
the sensor boom is positioned on the central axis in the middle of the chamber (see Figure 7.1).
Continuous data recording of the radiosonde and the SISTER sensors is started. After setting
pressure, air flow, incident angle and irradiance, light is directed from the external source through
the glass wall of the chamber to the rotating sonde. With an adjustable aperture in front of the
chamber, the beam diameter is adjusted so that essentially the entire sensor boom is illuminated.
The length of the exposure is chosen so that the temperature measurement converged sufficiently
towards the new *heated’ equilibrium state. After closing the shutter, an equally long time or more
is used to let the sensor cool down to its original unilluminated state. During the measurements
the radiosondes are battery-powered and data is transmitted by radio.

The solar heating is proportional to the irradiance with other parameters being constant. Thus,
it is sufficient to conduct the measurements at a fixed setting of the radiative flux.

Data are collected by the SISTER data acquisition system and by the manufacturer receiving
system, and both systems are time-synchronised before the start of the measurement.

Figure 7.2: Photography of the wind tunnel setup for radiation experiments. Scheme on the
right: Illustration (top view) of the illumination scheme. The incident angle a can be varied to
mimic solar elevation.

7.3 MEASUREMENTS AND RESULTS

7.3.1 Measuring programme

The measurement programme is prepared with three parts as given in the following list. This
schedule is considered a guideline, with deviations allowed depending on the actual progress of
activities.

¢ A preparation phase (first day), intended for setting up the radiosonde systems and SISTER,
preparation and mounting the radiosonde on the holder and installation in the chamber. First
test runs are performed to check the data flow, the functionality of both the radiosonde sys-
tem and the experimental setup, and to check out the behaviour and extent of temperature
response of the radiosonde.

¢ Implementation of a ‘mandatory’ measurement program to go through with each participat-
ing manufacturer and for one radiosonde unit (scheduled for the second day). At a constant
sonde rotation with a period of 155, a fixed angle of incidence of 30°, and an irradiance of
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approximately 1000 W m~2, the radiation induced warming of the temperature sensor (AT
with A denoting a difference) is to be measured at 5 different pressure levels (950, 100,
50, 10 and 5)hPa, and at ventilation speeds of maximum and (5, 3 and 1)ms~! at each
pressure level. The exposure intervals range from 45s to a few minutes depending on the
sensor’s response behaviour under the current conditions.

o A‘'free’ experimental phase (third day) for continuation of the mandatory program, or, if suc-
cessfully completed, for repetitions or additional tests with other parameter combinations,
or further tests after discussion with the manufacturer.

Beyond the obligatory programme with the above described settings, further measurements at
other parameter settings are conducted after discussion and by mutual agreement with the man-
ufacturer, based on the progress of the measurements, any technical incidents, and the appear-
ance of the radiosonde data. For some sonde types, more than one copy is tested.

7.3.2 Measurements

Data from both SISTER and the radiosonde are continuously sampled in parallel, but indepen-
dently, at 1Hz. With SISTER, data for air temperature (four thermistors), pressure, and fan
rotation are recorded using an integrated data acquisition system. Information on actual radia-
tion, rotation or position of the radiosonde, and angle of irradiation are recorded as metadata.
The manufacturer receiving systems and computers are placed close to the experimental setup.
Radiosonde transmitting frequencies are adjusted according to the specifications of DWD. The
manufacturers operated their systems in research mode or used special software to record cali-
brated raw data, and delivered the raw data to the campaign team in the UAII 2022 ASCII format
(Section D in Appendix). Real-time visualisation of the data was provided by the manufacturers,
which enabled adapting e.g. exposure times to the actual response of the radiosonde’s tempera-
ture sensor. The radiosonde systems are manually synchronised with those of the setup before
each measurement run.

Figure 7.3: Example run of measurements of radiative sensor warming (irradiation I =
1003Wm~2 at an angle of o =30° (representing Sun elevation), extending over various combi-
nations of pressure and flow speed according to the baseline measurement plan. Upper panel:
pressure and flow speed adjustments. Lower panel: radiosonde temperature data (black) with
the left flanks of the peaks indicating the response to radiant exposure; reference shaded tem-
perature data (coloured). Numbers in magenta (upper panel) denote values, and their positions
(roughly) the times of changes of the rotation speed.
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Figure 7.3 shows an overview of measured data from both the radiosonde and SISTER during a
typical run at a fixed value and angle of incidence and extending over various settings for pressure
and ventilation speed. In that example, also the axial rotation of the radiosonde is alternately
changed between 15s and 5s. The radiosonde temperature record (black trace in the lower
panel) shows the expected increase of the radiation sensitivity with decreasing pressure and air
flow. The background temperatures (coloured lines in the lower panel) disclose the occurrence
of small temperature inhomogeneities in the air stream (e.g. between 60 min and 120 min). This
is probably caused by local heat sources inside the wind tunnel (fan, stepper motor). Since the
experiment aims at measuring temperature differences, such deviations play a minor role for the
quality of the results with the applied evaluation procedure (Section 7.3.3.1) and only provide a
small contribution to the uncertainty.

7.3.3 Data evaluation
7.3.3.1 Quantification of radiation sensitivity

The temperature sensor of the radiosonde generally responds with a quick rise after beginning
of the exposure, followed by a slower convergence to a quasi-stationary value. The radiative
sensor warming is the difference between this new thermal equilibrium value and the temperature
of the air circulating in the wind tunnel. The air temperature is represented by the mean of
the measurements taken with the four shaded reference sensors near the sonde in the test
chamber. Examples of the temporal development of the relative temperature change during and
after exposure are shown in Figure 7.4. The two vertical dashed lines delimit the exposure phase.

Figure 7.4: Examples of the temperature sensor response to irradiation (two different sondes).
AT(t) is the measured difference of the radiosonde sensor temperature and the mean of the
temperatures measured by the four unexposed reference sensors. The two vertical dashed lines
delimit the exposure phase. Both measurements are taken at an irradiance of 962 W m~2 at an
angle (solar elevation) of 30°, and with a sonde rotation of 15s. Left: High pressure conditions
(v =5ms~1, p=945hPa). Right: low pressure conditions (v =3.3ms™!, p =5hPa). The oscillat-
ing pattern are caused by the rotation of the sonde.

Before determination of the temperature difference, the mean of the thermistor temperatures
in the period before opening the shutter (blue lines in Figure 7.4) is added an offset so that it
matches the average temperature of the radiosonde in the same period. That is, the blue line
is always at a AT of virtually zero value. This accounts for calibration-related systematic offsets
between thermistor and radiosonde sensor readings.

The rotation of the radiosonde causes oscillating pattern on top of the mean signal. These os-
cillations result from variations of the heat uptake from radiation due to changes of the exposed
surface of the sensor and the sensor boom, and also from small inhomogeneities of the air tem-
perature in the wind tunnel over the cross-sectional area covered by the rotating sensor boom
(up to a few tens of a kelvin).

To estimate the temperature elevation which the sensor readings approach in equilibrium after
starting the illumination, the difference data covering the exposure period are fitted using the
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model function
AT'(t) = co — (co — 1) [646_02t +(1- C4)€_C3t} . (7.1)

This procedure is equivalently applied to the temperature differences of the post-exposure pe-
riod when the sensor temperature recover back to the shaded background level. Thus, ¢ in the
model is the elapsed time since the beginning or end of the exposure, respectively, and ¢; are
fit parameters. Examples of fit results are presented in Figure 7.4 with the green and orange
curves. The parameter ¢y, represents the predicted (relative) equilibrium temperatures (green
and orange horizontal lines in Figure 7.4). The use of a fit model that combines the effect of two
time constants (fit parameters c; and c3) improves the results for conditions with low ventilation
speed and low pressure because it accounts for both the quick initial temperature change and
the much slower subsequent approach to the new equilibrium (see example in the right panel in
Figure 7.4). For conditions where the sensor response is faster (left panel), a simpler fit with a
single time constant is sufficient:

AT'(t) = co — (co — c1)e™ 2" (7.2)

The data intervals included in the fits are always selected such that they extend over integer
multiples of the sonde rotation to avoid biases of the fit parameters.

The final temperature change AT is determined as the distance between the fitted equilibrium
temperature difference under illumination (green horizontal line), and the mean of the two back-
ground temperature differences before and after exposure (dashed black horizontal line). It is
indicated as double arrows in Figure 7.4. The fitting procedure allowed to determine AT even if
the thermal equilibrium has not fully established within the time span covered by the included
data points. This is useful in cases of low pressure and low ventilation speed, where the time to
reach the equilibrium is long.

7.3.3.2 Uncertainties

The uncertainties of AT from the above described evaluation procedure are comparatively small
and are of random nature. Contributing components are the reproducibility of the measured
shaded temperature before and after exposure, noise produced by the setup, the rotation-related
oscillations, and to a smaller extent the sensor intrinsic noise and resolution. Since the evaluation
relies to changes of temperature rather than absolute values, uncertainties connected with the
calibration or other systematic components of the radiosonde and the reference thermistors do
not take effect.

Further components to be taken into account are the assigned (constant) uncertainties for pres-
sure and ventilation (0.5hPa and 0.5ms™!, respectively). They are systematic in nature. ‘Con-
verted’ to uncertainty components in AT using the actual sensitivities (|0AT/dp|, |0AT/0v|; see
Figures 7.5 and 7.6 in Section 7.3.4), their shares of the combined uncertainty of the final AT
vary with the actual values for pressure and ventilation speed. The uncertainties of both be-
come significant with decreasing p and v, with the uncertainty of the ventilation speed overall
dominating.

The models in Equation (7.1) and Equation (7.2) used to predict the equilibrium temperatures
may involve further uncertainties because of the imperfections in representing the true temporal
behaviour of the temperature sensor signal. However, such uncertainty components are difficult
to quantify and are therefore not accounted for within this analysis.

7.3.4 Results

In practice, the measurements for the various radiosonde types are performed at slightly varying
irradiances I close to but not exactly at 1000 W m~2, depending on the actual adjustments of
the incidence angle or the distance to the light source. Taking this value as a reference I, the
originally determined AT (p,v) are corrected by applying a factor /I« to enable comparison of
the results.

Figures 7.5 and 7.6 summarise the results for the 10 participating radiosondes, separate as
function of pressure and ventilation speed. Again, it is pointed out that, to preserve anonymity,
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Figure 7.5: Radiation sensitivity AT of air temperature measurement as function of pressure
for each participant radiosonde. Measurement values and uncertainties are linearly corrected
to an irradiance of 1000 W m~2. Data sets in each panel are distinguished by colour according
to specified ventilation speed intervals. Axes are logarithmic for better distinctiveness of data

points.
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Figure 7.6: Radiation sensitivities of temperature measurement as function of ventilation speed
(same data as in Figure 7.5); pressure is parameter. Uncertainties for ventilation speed (constant
0.5ms™1) are not displayed.
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the panel labels A to L in Figures 7.5 and 7.6 are consistent in both figures, but different from
those used in result figures for the other experiments of the laboratory campaign.

The figures include the results from the mandatory measurement programme listed in Sec-
tion 7.3.1, but also results from additional tests at various other settings of the experimental
parameters. Therefore, the number of data points and their distribution with the parameters p
and v are different for the individual sondes. The presented measurements are for an incidence
of 30°, and the rotation period of the sondes was set to 15s for most of the measurements. A few
points at other rotation frequencies are present as well. The UAII campaign confirms the finding
from previous tests that the solar warming - evaluated as a temporal average (Section 7.3.3)
over the measured response of a rotating sonde - is insensitive to the rotation frequency.

Note that the axis scaling is the same for the 10 panels in both Figure 7.5 and Figure 7.6. A
logarithmic scale was chosen for AT to make the dynamics visible also at high p and v. For the
same reason, also the p-axis in Figure 7.5 is logarithmic.

Vertical bars indicate the uncertainty component for AT associated with the procedure to de-
termine the temperature differences. It is usually smaller than the symbol size. In Figure 7.5,
horizontal bars denote the pressure uncertainty. The constant uncertainty of the ventilation
speed is not included in Figure 7.6 in favour of readability.

The measured radiation sensitivities at 1000 W m~2 are less than one tenth up to a few tenths of
a kelvin at surface pressure, depending on the sonde model and strength of ventilation, and may
reach several kelvin (up to ~10K for some sonde types) at the lowest settings for pressure and
ventilation. At 10hPa and 4 ms™!, AT ranges between 0.5K and 3.8K, with a value of about 1K
for most of the sondes. The results show the expected increase of the radiation sensitivity with
decreasing pressure for all sondes in consistence with the observation that solar warming in real
soundings increases continuously with altitude. This is due to the fact that the convective cooling,
which limits the warming of the sensor construction, becomes less effective with decreasing
pressure (or density) of the surrounding air. The results also show the strong increase of the
radiation sensitivity with decreasing ventilation speed. Although the ascent speed in soundings
is essentially uniform (around 5ms~! on average), variations of the ascent rate at shorter scales
may cause variations in effective air speed which may induce fluctuations of the sensor cooling
and therefore impress fluctuations to the measured air temperature profile. Such air speed
variations occur due to changing dynamics of the air flow around the balloon, and in particular in
conjunction with the pendulum motion of the radiosonde.

For some repeated measurements at constant settings of the main parameters irradiance, pres-
sure, or ventilation speed, certain scatter can be identified, for example for sonde E at 5hPa and
3ms~! in Figure 7.5 or sonde H at 5hPa in the same figure. Such scatter does generally not de-
pict the repeatability of the measurement, but reflects varying results in connection with different
modes of sonde operation, e.g. in tests with both the heating functionality of the sonde’s humidity
sensor switched on and off, or special experimental settings, e.g. varied openings of the aper-
ture in front of the measuring chamber to partially irradiate the sensor boom. The experimental
repeatability is generally smaller than the symbol size.

For some of the radiosondes, a few more data points exist that have been measured at other
particular experimental settings, for example other incidences than 30°, at vanishing ventilation
speed or at fixed axial angular positions without continuous rotation. Such points are not included
in Figures 7.5 and 7.6.

The UAII radiation experiments are designed to give an overview of the participant sonde’s sen-
sitivities of daytime temperature measurements to incoming solar radiation, and to map the
variation of the sensitivities with the most important parameters. The results may help to assess
the effect in particular at conditions that resemble the upper part of a sounding profile where
the warming is strongest. However, the effect is significant also in the troposphere (even at the
surface), and a reliable correction is essential also in that altitude range to ensure the increasing
demands to the data quality of operational radiosonde observations.
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8 FLIGHT STATISTICS

8.1 OVERVIEW

The UAII 2022 field campaign took place from 2022-08-08 to 2022-09-16 at the Lindenberg
Meteorological Observatory — Richard Assmann Observatory (MOL-RAO) in Northeastern Germany
(see Section 4.1 for details on this location). It consisted of the following three successive phases:

Phase 1 - Setup of systems (2022-08-08 to 2022-08-15):
During six days, the representatives from radiosonde manufacturers that participated in the
UAII 2022 each installed two ground receiving stations, to allow parallel soundings on a
given rig. They also trained the independent operators assigned to their respective systems
(see Section 4.3.1). A series of 5 test flights were launched during this phase, to verify that
all systems were operational, and for training purposes. The data from these test flights
were not archived and are not discussed in this report.

Phase 2 - Blind field campaign (2022-08-16 to 2022-09-14):
All the balloon flights used to assess the performance of the radiosondes involved in the
UAII 2022 took place during this phase, after all the manufacturers’ representatives had left
the MOL-RAOQ. This was a “blind” field campaign, in the sense that all radiosonde manufac-
turers were given access only to their own measurements (within 24 h of each flight). The
manufacturers did not receive any other information regarding the campaign flights, and in
particular did not have access to the GDP data files.

Phase 3 - Packing of systems (2022-09-15 to 2022-09-16):
During these two days, the operators and the UAII project team disassembled and packed
the ground stations according to the manufacturers’ instructions.

A total of 83 soundings were performed during phase 2 of the UAII 2022 field campaign, including
weekly scientific reference flights (4 in total) with a CFH as described in Section 4.3.11. The 79
“core” UAII 2022 flights (41 day flights; 38 night or evening twilight flights; labelled F1 to F79)
were launched according to the principles outlined in Section 4.3. The basic characteristics for
each of these flights are presented in Table 8.1. The geopotential height of the balloon burst and
the tropopause, together with the ascent speed, are shown as a function of the flight number in
Figure 8.1. A visual impression of the conditions at launch time is provided in Figure 8.2 for each
flight.

Two reference radiosondes, one of each of the selected models discussed in Section 4.3.9, were
flown on every rig. These two reference radiosondes were prepared and processed in accordance
with the general GRUAN principles, and all applicable operational procedures described in the
respective GRUAN Technical Documents (Kizu et al., 2018b; Sommer et al., 2022, 2023). These
reference sondes were used only to generate GRUAN Data Products (GDPs). Their preparation
and data post-processing was distinct from that of participating systems, including the iMS-100
and RS41 radiosondes, which were operated (solely, precisely, and exactly) according to their
respective manufacturer guidelines and instructions.

For clarity, we will refer to datasets generated by participating radiosonde systems as “"Manufac-
turer Data Products” (MDPs, see Section 9.5.2). On each of the 79 UAII 2022 flights, six to eight
participating radiosondes were flown alongside the two reference sondes. The complete flight
log, for each participating system, is presented in Table 8.2.
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Figure 8.1: Left: Geopotential height of the burst point and tropopause for each of the UAII
2022 field campaign flights. Right: Median ascent speed in the Free Troposphere (FT), Upper
Troposphere / Lower Stratosphere (UTLS) and Mid-Upper Stratosphere (MUS) for each UAII 2022

flight.

Table 8.1: Basic characteristics of the UAII 2022 flights performed during the blind campaign
phase. Twilight flights are treated as night flights in our analysis (see Sections 4.3.3 and 9.1.2).
The GRUAN flight Id and standard launch time are provided for legacy purposes, to enable the
un-ambiguous identification of GDPs in the GRUAN archive. The synop cloud codes are based on
manual observations made at launch times in accordance with the relevant WMO guidelines.

Synop

UAII Time cloud code Geopotential Median GRUAN GRUAN

flight Id of day atlaunch time height at burst ascent rate flight Id standard launch time

FT UTLS MUS
[NCLhCA{CH] [km] [ms_l] [ms_l] [ms_l] [UTC]

FO1 day 00901 31.2 5.7 4.8 4.9 158362 2022-08-16T08:00:00
F02 day 32700 30.8 5.5 4.6 4.8 158647 2022-08-16T13:00:00
FO3 night 15900 30.8 5.7 4.5 4.5 158363 2022-08-16T19:15:00
F04 day 40944 31.3 5.8 5.1 5.2 158705 2022-08-17T08:00:00
FO5 day 32746 30.9 5.4 4.6 4.7 158373 2022-08-17T11:30:00
FO6 day 32746 31.1 5.9 5.1 4.9 158543 2022-08-17T14:30:00
FO7 night 20948 31.9 5.9 4.6 3.9 158561 2022-08-17T19:30:00
FO8 night 00908 31.3 5.5 4.5 4.2 158375 2022-08-17T23:15:00
F09 day 00908 32.0 5.8 5.0 4.8 158449  2022-08-18T08:00:00
F10 day 53841 31.6 5.8 5.1 4.7 158562 2022-08-18T12:30:00
F11 night 737// 27.2 4.7 4.4 4.0 158563 2022-08-18T19:00:00
F12 night 20931 32.8 6.2 5.8 4.5 158450 2022-08-18T22:15:00
F13 day 3637/ 31.3 6.1 4.7 4.6 158564 2022-08-19T08:00:00
F14 day 785// 32.2 5.2 5.0 5.0 158490 2022-08-19T12:30:00
F15 night 754// 33.2 5.5 4.9 4.3 158491 2022-08-19T19:00:00
F16 night 754// 33.2 5.8 5.0 4.4 158566 2022-08-19T22:45:00
F17 day 7097/ 32.6 5.4 4.8 4.8 158568 2022-08-22T08:00:00
F18 day 2167/ 32.2 5.3 4.8 4.7 158528 2022-08-22T12:45:00
F19 night 2582/ 23.0 2.1 1.2 nan 158569 2022-08-22T19:00:00
F20 night 757// 30.5 3.8 3.1 2.8 158529 2022-08-22T22:30:00
F21 day 6137/ 29.6 5.6 4.6 4.6 158531 2022-08-23T08:00:00
F22 day 5254/ 30.7 5.7 4.9 4.8 158571 2022-08-23T13:00:00
F23 night 65700 32.7 5.5 5.1 5.1 158534 2022-08-23T19:00:00
F24 night 15800 30.4 6.4 5.3 5.2 158572  2022-08-23T22:00:00
F25 night 00900 32.0 6.0 5.1 5.1 158535 2022-08-24T01:00:00
F26 day 762// 30.2 5.9 5.2 5.0 158574  2022-08-24T07:30:00
F27 day 52500 28.7 5.6 4.5 4.7 158576  2022-08-24T10:30:00
F28 day 42600 31.5 5.5 4.6 4.5 158671 2022-08-24T13:45:00
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Table 8.1: continued.

Synop

UAII Time cloud code Geopotential Median GRUAN GRUAN

flight Id of day atlaunch time height at burst ascent rate Flight ID  standard launch time

FT UTLS MUS
[NCLhCA{CH] [km] [ms_l] [ms_l] [ms_l] [UTC]

F29 night 00901 32.4 5.7 5.2 5.0 158676  2022-08-24T19:00:00
F30 night 00900 30.8 6.0 5.6 5.7 158673  2022-08-24T22:00:00
F31 night 10931 32.3 6.0 4.6 4.7 158678 2022-08-28T18:45:00
F32 night 10930 34.1 5.3 4.6 5.0 158674 2022-08-28T22:00:00
F33 day 65401 32.3 5.5 5.0 5.2 158706 2022-08-29T08:00:00
F34 day 58401 32.8 5.9 5.1 5.4 158675 2022-08-29T13:00:00
F35 night 10931 32.3 5.2 4.2 4.2 158712 2022-08-29T18:45:00
F36 night 15701 31.6 5.3 4.1 4.2 158740 2022-08-29T22:00:00
F37 day 723// 30.8 5.0 4.7 5.0 158739 2022-08-30T08:00:00
F38 day 68700 30.8 5.4 4.7 4.9 158741 2022-08-30T13:00:00
F39 night 30941 31.2 5.6 4.3 4.4 158767 2022-08-30T18:45:00
F40 night 00900 31.8 5.9 4.5 4.3 158772  2022-08-30T22:00:00
F41 day 11702 32.1 5.4 4.9 5.1 158769 2022-08-31T08:00:00
F42 day 32601 31.4 5.4 4.7 4.9 159218 2022-08-31T11:00:00
F43 day 32701 31.6 5.6 4.6 4.7 158770 2022-08-31T14:00:00
F44 night 14802 31.8 6.1 4.3 4.3 159221 2022-08-31T18:45:00
F45 night 55801 30.4 5.6 4.4 4.3 158771  2022-08-31T22:00:00
F46 day 11601 30.6 5.8 4.8 4.9 159223  2022-09-01T08:00:00
F47 day 42600 30.7 5.6 4.9 5.1 159234 2022-09-01T11:00:00
F48 night 12730 32.1 5.3 4.3 4.6 159257 2022-09-01T18:30:00
F49 night 00901 31.2 4.4 4.2 4.3 159224  2022-09-01T22:00:00
F50 day 10940 30.5 5.7 4.7 5.0 159259 2022-09-02T08:00:00
F51 day 52700 31.7 5.6 4.7 4.9 159230 2022-09-02T12:00:00
F52 day 00906 30.1 5.5 5.0 4.9 159232  2022-09-05T08:00:00
F53 day 22608 31.8 6.0 5.0 4.6 159263 2022-09-05T13:00:00
F54 night 28701 28.8 6.2 5.6 5.2 159264  2022-09-05T19:00:00
F55 night 00908 31.9 6.0 6.0 6.0 159233  2022-09-05T22:00:00
F56 day 00906 31.0 6.2 5.1 4.8 159222  2022-09-06T08:00:00
F57 day 4577/ 32.6 5.8 4.8 4.8 159265 2022-09-06T13:00:00
F58 night 60950 32.8 4.9 4.6 4.5 159364 2022-09-06T18:30:00
F59 night 30944 31.4 5.8 5.1 5.1 159369 2022-09-06T21:20:00
F60 day 00908 29.9 5.4 5.0 5.1 159365 2022-09-07T08:00:00
F61 day 60941 29.1 5.6 4.9 4.8 159370 2022-09-07T12:30:00
F62 night 10967 32.2 6.4 6.5 6.0 159371  2022-09-07T20:00:00
F63 night 20941 30.9 6.6 6.2 6.0 159368 2022-09-07T22:45:00
F64 day 30987 31.1 5.3 4.9 4.9 159456  2022-09-08T07:45:00
F65 day 3147/ 31.5 3.5 3.3 2.7 159515 2022-09-08T12:00:00
F66 night 48508 32.1 5.9 5.5 5.1 159516 2022-09-08T19:00:00
F67 night 15701 32.2 5.7 4.7 4.7 159457  2022-09-08T22:15:00
F68 day 20976 30.9 5.4 4.5 4.6 159366 2022-09-09T08:00:00
F69 day 52642 32.3 5.3 4.6 5.0 159517 2022-09-09T12:30:00
F70 night 29761 31.6 5.9 5.6 5.1 159458 2022-09-09T19:00:00
F71 night 32648 33.3 5.5 4.7 4.9 159603 2022-09-09T22:00:00
F72 day 61200 32.4 5.5 5.0 5.1 159604 2022-09-12T08:00:00
F73 day 22504 31.8 5.1 4.5 4.5 159460 2022-09-12T12:00:00
F74 night 00907 31.9 4.3 4.1 4.3 159461 2022-09-12T18:00:00
F75 night 00904 32.8 4.5 4.6 5.1 159605 2022-09-12T21:15:00
F76 day 8//// 31.2 5.2 4.9 5.2 159606 2022-09-13T08:00:00
F77 day 5567/ 30.9 5.7 5.2 5.1 159463 2022-09-13T12:00:00
F78 night 10931 32.4 5.1 4.9 5.0 159608 2022-09-13T18:00:00
F79 night 00901 31.9 5.0 4.8 4.9 159609 2022-09-13T21:00:00
RO1 night 7093/ 33.3 5.2 4.9 5.3 158544  2022-08-16T22:23:00
RO2 day 785// 33.3 5.1 4.7 5.3 159634  2022-08-24T17:00:00
RO3 day 58740 33.3 5.4 4.9 5.3 159626 2022-09-01T15:00:00
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Table 8.1: continued.

Synop
UAII Time cloud code Geopotential Median GRUAN GRUAN
flight Id of day atlaunch time height at burst ascent rate Flight ID  standard launch time
FT UTLS MUS
[NCLhCA{CH] [km] [ms_l] [ms_l] [ms_l] [UTC]
R04 night 50950 33.5 5.2 4.5 4.6 159631 2022-09-07T01:00:00

Table 8.2: UAII 2022 flight data log. Systems that were prepared for a given flight are tagged
with x. Systems physically present on a given rig and whose data contribute to the final as-
sessment of a given sonde model are tagged with ®. Footnotes indicate the reason for dropping
specific flights/profiles from the analysis (see Section 8.2).

R
‘2 ‘z’ E) E, N < S g
= 2| n 0 N ™ o — Q — i
g8/ = ¢ T E BB o 8 ° 5 £
RS Model el 5 5 6 = = £ ¢ 2 =
GroundsystemId - - |1 2|1 2|1 2|1 2|1 2|1 2|1 2|1 2|1 2|1 2
Day
FO1 ® ® ® ® ® ® @ ®
FO2 ® ®|® ® ®|® ® ®
FO4 ® @|® ® x4l ® ®
FO5 ® ® ® ® ® ® ®
FO6 ® ® | ® ® ® ® ® ®
F09 ® ® ® L @|® ® ®
F10 ® @ |« ®|® ® ® ®
F13 ® ®|® ® ® ® ®|®
F14 ® ® ® ® ® ® ® ®
F17 ® ® | ® ® ® ® ® ®
F18 ® @ ® ® ® ! ® ®
F21 ® @ ® ® ® ®|® w1 xl
F22 ® ®|® ® ® ® ® ®
F26 ® ® ® ® ® ® ® ® ®
F27 ® ®|® ® ® ® ®|® ®
F28 ® ® ® ® ® ® ® ®
F33 ® ®|® ® ® ® |3 ® ®
F34 ® ® ® ® ® ® | ® ®
F37 ® ® ® ® ® ®|® ®
F38 ® ®|® ® | ® ® ® ®
F41 ® ®|® ® ® #3 ® ®|®
F42 ® ® ® ® ® ® | ® ® ®
F43 ® ® | ® ® ®|® ® ® ®
F46 ® ® ® ® ® ® ®|® ®
F47 ® ® | ® ® | ® ® ® ® ®
F50 ® ®|® ® ® | ® ® ®|®
F51 ® ® ® ® ® ® ® ® | ® ®
! No data (see Section 8.2.1). 5 Ascent speed below the valid operational
2 Insufficient data (see Section 8.2.2). range.
3Invalid data (see Section 8.2.3). 6 Operational mishap (see Section 8.2.4).

4 Rejected due to lack of CWS.
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Table 8.2: continued.

g .|
23Rz 2
z 2 " I N 5 8 " 2
s g2 8 = & & 7 o B 3 ¢
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F44 ® ® ® ® ® ® ®|® ®
F45 ® ®|® ® %2 %1 ® ®|®
F48 *1,4 *4 >|<4 >|<4 *4 *4 *4 *4 >|(4
F49 ® ® ® ® ® ®|® *6 «6
F54 ® ®|® ® ® ® ® ®|®
! No data (see Section 8.2.1). 5 Ascent speed below the valid operational
2 Insufficient data (see Section 8.2.2). range.
3Invalid data (see Section 8.2.3). 6 Operational mishap (see Section 8.2.4).

4 Rejected due to lack of CWS.
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Table 8.2: continued.
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! No data (see Section 8.2.1). 5 Ascent speed below the valid operational
2 Insufficient data (see Section 8.2.2). range.
3Invalid data (see Section 8.2.3). 6 Operational mishap (see Section 8.2.4).

4 Rejected due to lack of CWS.

8.2 SELECTION OF VALID FLIGHTS AND PROFILES

Assessing the performance of a given radiosonde model with respect to the WMO’s OSCAR re-
quirement uncertainty criteria (see Section 9.3) relies on the combination of all valid profiles
acquired during the UAII 2022 field campaign. In this section we discuss the handful of flights
and profiles that were found to not be valid, and therefore excluded from this analysis.

We exclude 4 flights entirely from our analysis:

e F19, F20, F65: with a median ascent speed <3 ms~! in the troposphere and/or stratosphere
(see Figure 8.1), these flights fall outside of the nominal operating range of many radiosonde
systems. All three ascents were likely slowed because of additional mass on the balloon as
a result of rain.

e F48: a communication interference resulted in the total data corruption of one of the ref-
erence sonde on this flight, preventing the assembly of the associated GDP, and thus of
the Combined Working measurement Standard (CWS) for this flight (see Chapter 9.2 for
details).

A number of profiles from individual systems are also excluded in their entirety (for all the vari-
ables) from the analysis. They are all marked accordingly in Table 8.2, and fall in four distinct
categories:

1. attempted ascents for which no data were collected,
2. ascents for which insufficient data were collected,

3. profiles with invalid data, and

4. operational mishaps.
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Figure 8.2: Top: View of the sky taken from the 99 m weather mast in Falkenberg (52°10’
North, 14°7’ East), looking North-North-East. The mast is located ~5km South from the site
of the UAII 2022 field campaign. Each image shows the sky conditions within a maximum of
5 minutes from the launch of each day flight. The colour of the grass field at the bottom of each
image illustrates the transition from dry and warm summer-like conditions to wetter and colder
autumn-like conditions over the course of the UAII 2022 field campaign. Bottom: as for Top, but
for the evening-twilight and night flights.
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8.2.1 Attempted ascents with no data

Technical malfunctions of the sonde and/or the ground system before or after the balloon launch
have resulted in a complete loss of data in the following cases:

e ATMS-3710: F10 (system 1), F79 (system 2)

CF-06-AH: F71 (system 1)

GTH3: F04 (system 1 & 2), F16 (system 1), F45 (system 2), F61 (system 2), F74 (system 2)
iMet-54: F09 (system 1)

iMS-100: FO8 (system 2), F18 (system 2), F20 (system 2), F25 (system 1)

WxR-301D: FO5 (system 2), F21 (system 1 & 2)

8.2.2 Ascents with insufficient data

A profile is considered to have insufficient data if it does not contain valid geopotential height
measurements up to at least 5000 m. This is a necessary condition to allow a robust synchroni-
sation of the profile with the GDPs (see Section 9.5.3). Two profiles fall into this category: GTH3
for F45 (system 1), and WxR-301D for F40 (system 2).

8.2.3 Profiles with invalid data

We define and identify invalid profiles as follows:

Definition 1 A sounding profile is deemed invalid if an independent operator, trained and cer-
tified in the use of the sounding system in accordance with the system’s standard operating
procedure, is able to unambiguously flag the profile measurements as being non-physical and/or
subject to obvious technical malfunctions, and to do so without any external reference measure-
ments.

A direct consequence of this definition is that no comparison with GDPs is made in order to decide
whether a given Manufacturer Data Product (MDP) should be included (or not) in the performance
assessment of the associated radiosonde.

A total of 7 profiles from the GTH3 radiosonde are found to contain invalid data: FO7 (system 1),
F31 (system 2), F33 (system 1), F41 (system 1), F67 (system 1), F73 (system 1), and F77
(system 2). All of them are identifiable by an instantaneous drop in temperature of 60K to 80K
within the first 15 min of the flight, which were all caused by a faulty temperature sensor.

A single profile from the iMet-54 radiosonde was found to contain invalid data: F12 (system 1).
The corruption was noted by the independent operator. It took the form of a sudden 360 m jump
in the geopotential height measurements as the sonde was being attached to the rig, with values
that remained erroneous up to 3km, well into the FT.

The special case of the WxR-301D (system 2) profile for flight F59 is discussed in Section 9.5.2.1.

8.2.4 Operational mishaps

Three profiles are excluded in their entirety following operational errors:

e The dataset of the GTH3 sonde for F58 (system 1) contains an incorrect pressure profile
caused by a human error when typing the ground pressure at launch time.

e The unwinder string was torn at the time of the (first) launch of flight F49, which led to the rig
falling on the ground. Communication with the M20 (system 1) and WxR-301D (system 2)
was lost as a result of this landing. No noticeable impact on the data was detected for the
other systems on the rig, which are therefore not excluded from our analysis.
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In addition to the case of flight F58 (system 1) mentioned above, the manual input of ground
values for the GTH3 radiosonde also led to a series of typos for the ground temperature (F29
system 1) and wind (horizontal) speed (F36 system 1, F54 system 1). Unlike for the pressure
where a wrong ground value affects the entire profile, the ground temperature’s influence only
extends 2s into the ascent, and 10s for the ground wind (horizontal) speed. We thus do not
drop these 3 profiles in their entirety from our analysis, but instead simply crop the first 2s for
the GTH3 profile of F29 (system 1), and the first 10s for the GTH3 profiles of F36 (system 1) and
F54 (system 1).

It is also worth mentioning that a technical issue with the unwinder for flight F53 resulted in the
rig being stuck 15m under the balloon for the entire flight, instead of the usual 60 m distance
(see Appendix N.7). On flight F54, an operational mishap at launch time resulted in the reference
iMS-100 radiosonde (used to generate one of the flight's GDPs) briefly touching the ground prior
to launch. Since in both cases there is no noticeable impact on the data, these flights/profiles
are not excluded from our analysis.

8.2.5 Early start detections and erroneous geopotential heights

A GNSS signal repeater was installed in the hangar hosting the radiosonde ground systems (see
Section 4.1.5 for details). Unfortunately, it appears that the presence of this repeater (and
possibly also the metallic nature of the hangar itself) is likely to have affected some of the
measurements of geopotential height (as well as pressure and wind, as these are also derived
from GNSS signals in most instances) from several radiosonde models, and this on several flights.
The impact on the measurements is not systematic, nor is it uniform. It can take the form of an
early start detection, and/or erroneous geopotential height, pressure and wind measurements
at launch time and within the Planetary Boundary Layer (PBL). In a handful of cases, erroneous
geopotential heights are observed to either last or first appear beyond the PBL, but it is much less
evident that such behaviour could have resulted from the presence of a GNSS signal repeater in
the hangar.

For any given case, the exact cause of erroneous geopotential height measurements remains
impossible to formally ascertain. In essence, we are unable to distinguish the adverse impact
of the GNSS repeater and/or metallic hangar from genuine sonde behaviours. The continuous
distribution of error amplitudes also makes it impossible to set a threshold beyond which the
origin of the problem can be identified with certainty.

In the spirit of transparency, the decision is therefore made not to drop any profile plausibly
(negatively) affected by the presence of the GNSS repeater and/or the metallic hangar from the
analysis!. However, in the spirit of fairness, we also will not provide any performance assess-
ment of the participating radiosondes for the geopotential height, pressure and wind (horizontal)
speed/direction/vector variables within the PBL in Sections 10.1 and 11.1.

8.3 DATA AVAILABILITY STATISTICS

8.3.1 Radiosondes

The resulting, global flight statistics for each participating system are summarised in Table 8.3.
For each system:

e atleast 23 valid, individual profiles could be acquired over at least 19 distinct daytime flights,
and

e at least 20 valid, individual profiles could be acquired over at least 17 distinct nighttime
flights,

which is compliant with the statistical targets set for the field campaign (see Section 4.3.2). With
the exception of the WxR-301D sonde, for which a technical issue with the ground system 1
prevented the acquisition of twin soundings after 29 August 2022:

e up to 5 but no less than 4 valid daytime twin soundings, and

IThe only exception is that of the clear-cut-case of the iMet-54 profile for flight F12 (system 1) mentioned in Section 8.2.3.
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e up to 6 but no less than 3 valid nighttime twin soundings
were secured for all the participating radiosondes.

Table 8.3: UAII 2022 field campaign global flight statistics, for all participating radiosonde sys-
tems. The flights F19, F20, F48, and F65 do not contribute to these statistics, as they are
excluded in their entirety from the analysis.

o
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n 9 Tl S o 4 9
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6 68 6 2 =z 5 ¢ 2 =

Daytime
Ascents with no data 1 0O 0 3 1 i 0 0O o0 3
Profiles with insufficient data o 0 o O o O o o o o
Profiles with unequivocally-invalid data 0 0 0 4 0 0 0 0 0 0
Operational mishap 0 0 0 0 0 0 0 0 0 0
Valid profiles 26 23 26 24 23 24 24 26 26 24
Valid flights (all) 21 19 21 20 19 19 19 21 21 23
Valid flights (twin) 5 4 5 4 4 5 5 5 5 1
Valid flights (mono) 16 15 16 16 15 14 14 16 16 22
Nighttime

Ascents with no data 1 1 o 3 0 3 0 0 o0 O
Profiles with insufficient data 0o 0 o 1 0O 0 O o0 o 1
Profiles with unequivocally-invaliddata 0 0 0 3 1 0O 0O 0 O 1
Operational mishap 0 0 0 1 0 0 1 0 0 1
Valid profiles 20 23 21 21 23 21 23 22 22 20
Valid flights (all) 17 17 17 17 18 17 17 17 17 18
Valid flights (twin) 3 6 4 4 5 4 6 5 5 2
Valid flights (mono) 14 11 13 13 13 13 11 12 12 16

It must be stressed that the field campaign flight statistics presented in Table 8.3 are distinct
from the actual success/failure rate of the different radiosonde models. Specifically, the numbers
in Table 8.3 do not account for the fact that operators had to select (occasionally) multiple sondes
before a functioning one passing all the manufacturer ground checks could be prepared for flight2.

The GTH3 sonde showed the largest failure rate. In total, 283 of these sondes failed to pass their
manufacturer-designed ground-checks over the duration of the field campaign, and were rejected
as a result. Tianjin Huayuntianyi Special Meteorological Sounding Tech. Co., Ltd. identified that
a manufacturing problem was responsible for these failures (see Appendix G for details).

A total of 5 CF-06-AH sondes encountered problems during the ground check procedures (in all
cases reporting an abnormally low measure of relative humidity) and were rejected as a result.

A total of 3 sondes were rejected following the ground-check and/or preparation procedures for
each of the following systems: ATMS-3710, iMS-100, M20, and PS-B3.

Finally, 1 WxR-301D sonde was rejected following its ground-check. No sonde from the remain-
ing systems (DFM-17, iMet-54, RS41) were found to fail their respective ground checks and/or
preparation procedures over the course of the UAII 2022 field campaign.

21If no functioning radiosonde could be prepared in time, the flight was deemed “lost” for this specific sonde model, and
is tagged accordingly in Table 8.2.
3An additional 2 sondes initially failed the manufacturer-designed ground check, but were eventually found to pass it.
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8.3.2 Global Navigation Satellite System (GNSS) Integrated Water Vapour (IWV)

The UAII 2022 field campaign site of MOL-RAO hosts two GNSS receivers: LINO, operated
by GeoForschungsZentrum Potsdam (the German Research Centre for Geosciences) (GFZ) and
LDB2, operated by Bundesamt fiir Kartographie und Geoddsie (the German Federal Agency for
Cartography and Geodesy) (BKG). Both receivers are used to derive continuous IWV estimates
(Bevis et al., 1992; Ning et al., 2016). The GNSS IWV observations are required for the certifi-
cation of any GRUAN site.

The development of a GNSS GDP is in its final stages of completion, but the products are still
under development to fulfil the envisioned GRUAN requirements (Wang et al., 2019). Therefore,
no reference is made to GNSS-derived IWV measurements in this report. The radiosonde flights
acquired as part of the UAII 2022 field campaign represent only a very small fraction of all
radiosonde GDP profiles available with simultaneous GNSS-GDP measurements in Lindenberg
and other GRUAN sites worldwide. A detailed, exhaustive study of the statistical compatibility
between radiosonde and GNSS GDPs is currently under discussion between the GRUAN Lead
Centre and GRUAN task teams on GNSS and radiosondes, to which the interested reader is
referred for further information.

8.3.3 Satellite overpasses

We provide in Appendix H the list of relevant satellite overpasses above MOL-RAO that most
closely coincide with the different UAII 2022 field campaign flights. A small offset (both time-
and distance-wise) between a given overpass and the associated UAII 2022 field campaign flight
is only observed in a limited number of cases for any given satellite, as other factors primarily
determined the launch schedule (see Section 4.3). This prevented us from performing a statis-
tically robust and representative assessment of relevant satellite measurements for this report.
We refer the readers interested to study this further to the radiosonde datasets provided in the
UAII 2022 Supplementary Material (see Section 1.6).
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9 DATA ANALYSIS METHODOLOGY

9.1 SCOPE

9.1.1 Geophysical variables

The following geophysical variables are being considered in our analysis (see Section 1.1):
e Geopotential height above mean sea level, in m

Atmospheric temperature, in K
Relative humidity, in %RH
Atmospheric pressure, in hPa

Wind (horizontal) direction, in © clockwise from geographic North

Wind (horizontal) speed, in ms™!

All these (scalar) variables are directly reported in the official NetCDF files of GDPs. They are also
reported by all the radiosondes participating in the UAII 2022, in their respective UAII-formatted
MDP datafiles (see Section 9.5.2 and Appendix D for details).

The Lindenberg Remote Sensing Suite (LRSS) discussed in this report includes five remote sens-
ing instruments?!, three based on active emission (wind profilers) and two on passive reception
(Micro-Wave Radiometers - MWRs). Table 9.1 lists the geophysical variables retrieved from these
instruments, alongside their geographical location in MOL-RAQO (see Section 4.1.3).

Table 9.1: List of LRSS instruments, retrieved geophysical variables, and location

Instrument Geophysical variable Location (see Figure 4.4)

Microwave radiometer (MWR SMZ) Atm. Temp. & Rel. Hum. Roof of radiation measurement fa-
cility, at

Microwave radiometer (MWR MF) Atm. Temp. & Rel. Hum. Measurement field close to @

Doppler wind lidar (WindLidar1) Wind Dir. & Wind Speed close to @

Doppler wind lidar (WindLidar2) Wind Dir. & Wind Speed close to @

Radar Wind Profiler (RWP) (High-mode, Low-mode) Wind Dir. & Wind Speed at @

As will be discussed in Section 9.3, the OSCAR requirement uncertainty criterion (ORUC) used
to assess the performance of radiosondes and remote sensing instruments in terms of wind
(horizontal) measurements relies on the “wind (horizontal) vector”: an additional variable in our
analysis, which can be easily assembled from a given pair of wind (horizontal) direction and speed
measurements (see Appendix J.2.2). This variable implies the assessment of vector (instead of
scalar) differences between a given upper-air instrument and the reference measurements.

9.1.2 Flight categories

The UAII 2022 field campaign flights are grouped in two categories C: day, and night (see
also Section 4.3.3). The decisive criterion, when assigning a given flight to one of these two
categories, is as follows:

1There are other remote sensing instruments being operated at MOL-RAO that are not being considered in this report,
for different reasons: because they are not being operated a 24/7 basis (e.g. the Raman Lidar RAMSES), because
they are prototypes in development (e.g. the broadband water vapour DIAL), or because they are providing data that
is not relevant for a direct comparison with radiosondes (e.g. ceilometers and cloud radars).
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A night flight has the Sun located below the horizon, from the perspective of the rig,
at all times during the ascent.

This criterion implies that flights for which the RS41 GDP “g.Measurement . TimeofDay” attribute has
the value “twilight” are treated as night flights in this analysis.

The day and night flights of the UAII 2022 field campaign are analysed and evaluated separately.
In particular, radiosonde performance is reported individually for these two categories. This
approach is motivated by the critical role that radiation corrections play for day flights (and
radiative cooling corrections for night flights, respectively).

9.1.3 Atmospheric layers

The ORUCs used to assess the performance (see Section 9.3) of upper-air instruments are ap-
plicable to distinct atmospheric layers £, including: the Planetary Boundary Layer (PBL), the
Free Troposphere (FT), the Upper Troposphere / Lower Stratosphere (UTLS), and the Mid-Upper
Stratosphere (MUS). Here, we formally define the vertical extent of these layers for the case of
the UAII 2022 field campaign.

The Planetary Boundary Layer (PBL)

The PBL corresponds to the lowest part of the troposphere that is directly influenced by the
presence of the Earth’s surface, and in particular responds to forcing from the surface on a
time scale of hours (Stull, 1988). Its upper-limit is known as the Planetary Boundary Layer
Height (PBLH).

The Planetary Boundary Layer Height (PBLH)

The mean daytime and nighttime values of the PBLH over the course of the UAII 2022 field
campaign are obtained from the high-resolution vertical profiles of temperature, relative humidity
and wind from the operational radiosoundings performed on-site (in parallel with the UAII 2022
field campaign flights). These operational flights take place daily at 00, 06, 12 and 18 UTC.

Aggregated data from the 00/06 UTC and 12/18 UTC operational radiosoundings have been used
to calculate the mean nighttime and daytime PBLH values of 350 m and 1270 m, respectively. The
calculation is based on the Richardson Number (Ri) (see Beyrich and Leps, 2012, for details).

We use the symbol : to refer to the PBLH.

The Free Troposphere (FT)

Measurement points located above the PBLH and below the tropopause belong to the Free Tro-
posphere (FT).

The tropopause

The original WMO definition of the (first) tropopause based on the temperature lapse-rate? (WMO
Bulletin, vol. 1V, no. 4, 1957) is as follows:

The first tropopause is defined as the lowest level at which the lapse rate decreases to
2Kkm~! or less, provided also the average lapse rate between this level and all higher
levels within 2 km does not exceed 2 Kkm™1,

Unfortunately, this definition is ambiguous with regards to the notion of /evel. In the case of
modern radiosondes that provide individual temperature measurements at a frequency of 1Hz

2The lapse-rate is the decrease of an atmospheric variable with height, the variable being temperature unless otherwise
specified. Typically, the lapse-rate is the negative of the rate of temperature change with altitude change.
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(equivalent to a vertical resolution of ~5m), a strict application of this definition tends to un-
derestimate the tropopause by ~1km. This is due to the small vertical separation between the
“levels” (= the individual measurement points), which increases the noise associated with the
lapse-rate measurements. The lapse-rate “trigger” criterion of 2Kkm™=1 is thus met significantly
more often. The averaging of all subsequent lapse-rates then allows for a significant number of
them to exceed the 2Kkm™! limit if enough others do not. In our experience, this leads to the
systematic detection of the tropopause several hundred meters below its actual position, when
using radiosounding temperature profiles at full vertical resolution.

The problems associated with the original WMO definition, when applied to modern datasets,
are well known (see e.g. Tinney et al., 2022, and references therein). As a result, the original
WMO definition is typically adjusted to alleviate (some of) its limitations with respect to modern
datasets. However, these adjustments are not always explicitly described.

For consistency with the GDPs, we adopt the following definition of the tropopause, used by the
GRUAN Lead Centre:

Definition 2 The first tropopause is the lowest level at which the lapse-rate decreases to 2 Kkm™!
or less, provided also all the mean lapse rates between this level and all higher levels (com-
puted from all sequential level pairs located within a given level interval) within 2km do
not exceed 2 Kkm™1,

The bold font highlights the deviations from the original WMO definition. We stress that in our
analysis, we apply this algorithm to the temperature profiles of GDPs and CWSs at full vertical
resolution, without smoothing. Doing so for all flights of the UAII 2022 field campaign, we find a
median tropopause geopotential height of 12.0km (see Figure 8.1).

We use the symbol ¥ to refer to the tropopause, and Y=12 km to refer to the median tropopause
during the UAII 2022 field campaign.

The Upper Troposphere / Lower Stratosphere (UTLS)

The UTLS region corresponds to the complex transition layer between the troposphere and the
stratosphere, where a number of dynamical, chemical and micro-physical processes take place.
The extent of this layer is not strictly defined: it roughly corresponds to the altitudes located within
+5km of the tropopause (see e.g. Gettelman et al., 2011). For the UAII 2022 field campaign,
this corresponds to the geopotential height range of 7km to 17 km.

We use the symbols - and — to refer to the UTLS lower- and upper-limit, respectively.

The Mid-Upper Stratosphere (MUS)

The MUS starts immediately above the UTLS and extends up to ~50km. Given the maximum
geopotential burst height of ~34 km reached during the UAII 2022 field campaign, all radiosonde
measurements located above the UTLS belong to the MUS.
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9.2 THE COMBINED WORKING MEASUREMENT STANDARDS

The fact that radiosonde GRUAN Data Products (GDPs) are fully characterised in their uncertainties
(see Section 1.2) implies that:

¢ the statistical compatibility of their measurements can be unambiguously assessed, and

e where deemed compatible with one another, they can be combined in a way that accounts
for their respective uncertainties.

We refer to the Combined Working measurement Standard (CWS) as the profile resulting from
the combination of multiple GDPs that have flown together on a given rig. The full mathematical
description of our CWS assembly strategy can be found in Appendix I, of which we provide a
high-level summary here.

A unique CWS is assembled for each of the (valid) UAII 2022 field campaign flights. For each
time step, the CWS is built from the weighted arithmetic® average of the two GDP profiles of
the flight. Each GDP measurement point is weighted by the inverse of its GRUAN-derived, total
variance. Because the measurement uncertainties of the iMS-100 GDPs and RS41 GDPs differ
from one another, one GDP will usually contribute more than the other to a given CWS profile.
Specifically, the iMS-100 GDP tends to contribute most to the wind (horizontal) speed and direc-
tion CWS profiles; the RS41 GDP tends to contribute most to the temperature, relative humidity,
geopotential height, and pressure CWS profiles. There are however several exceptions, in par-
ticular for the relative humidity, where some CWS profiles* are most influenced by the iMS-100
GDP in the stratosphere. This is largely a consequence of the pre-flight SHC tests that can affect
the GDP measurement uncertainty budget (Sommer et al., 2022).

Three distinct types of measurement uncertainties are associated to each CWS data point Q. ,,
for the time step : of the flight e: an uncorrelated (random) component, a spatially correlated
(systematic) component, and a temporally correlated (systematic) component. These result from
the full propagation of the corresponding iMS-100 and RS41 GDP measurement uncertainties
through the equations used for the CWS assembly.

Not all these components are defined for all the variables. Only the daytime temperature mea-
surements have a spatially correlated uncertainty. Wind speed and wind direction measurements
have only an uncorrelated uncertainty. We refer the reader interested in the origin of these un-
certainties to the iMS-100 GDP and RS41 GDP Technical Documents (Sommer et al., 2023, 2022;
Kizu et al., 2018b; Hoshino et al., 2022) for further details.

A key feature of the UAII CWSs is that they are only assembled for the time steps where the
underlying GDP measurements are in agreement with one another, according to the GRUAN
principles (Immler et al., 2010). This corresponds to a statistical compatibility at the 20-level,
which we assess using a Kolmogorov-Smirnov (KS) test (with a significance level a = 0.0455) on
the normalised difference between the GDP measurements at each time step. We refer the inter-
ested reader to Figures I.1 and 1.2 in the Appendix I for an illustration of this GDP compatibility
assessment scheme. Similar diagnostic plots are generated for all the UAII 2022 field campaign
flights: they are made available to the interested reader as part of the UAII 2022 Supplementary
Material.

We present in Figure 9.1 a view of the statistical agreement ratio between GDP measurements
during the UAII 2022 field campaign, which is excellent overall. The (comparatively) lower min-
imal ratios visible in the PBL are a direct consequence of the smaller thickness of this layer,
typically comprised of only 50 measurement points during the night. In a handful of profiles,
cloud-induced sensor contamination leads to lower agreement ratios in the FT, UTLS and MUS
for the relative humidity measurements, with up to 100 % disagreement in the MUS for the
(worst-case) flight F11. Inconsistencies in the GDP temperature measurements are driven by
cloud-induced sensor contamination in the FT and the UTLS, whereas in the MUS they appear to
be driven by nighttime infrared-cooling-correction mismatches above 27 km (prominently visible>
in F16 and F45, for example).

The resulting CWS profiles, assembled for all the valid UAII 2022 field campaign flights where

3For the wind (horizontal) direction, a weighted circular average is used instead.
4for example: F49
5in the dedicated CWS diagnostic diagrams included in the supplementary material
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the GDPs are in statistical agreement, are shown in Figure 9.2. These reveal that the lowest
tropopause temperature sampled during the UAII 2022 field campaign is ~—60°C. A wide-
range of relative humidity values were observed below the tropopause, ranging from ~5 %RH to
100 %RH.
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Figure 9.1: Distribution of the statistical agreement ratio of individual GDP measurements for all
the valid UAII 2022 field campaign flights, for the different geophysical variables and atmospheric
layers considered in this analysis. The black bars indicate the median value, the grey areas extend
from the 25 percentile to the 75 percentile of each distribution, and the whiskers extend up to
the minimum and maximum values. The agreement between GDP measurements is excellent for
the vast majority of profiles.
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Figure 9.2: Left: CWS temperature profiles for all the valid flights of the UAII 2022 field cam-
paign. Right: as for Left, but for the relative humidity.
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9.3 ASSESSING UPPER-AIR INSTRUMENT PERFORMANCES WITH RESPECT TO OSCAR
REQUIREMENTS

9.3.1 OSCAR requirement uncertainty criteria (ORUCs): definition and selection

The primary goal of the UAII 2022 field campaign is to assess the performance of upper-air
instruments with respect to specific OSCAR requirements for the observation of physical variables
in the atmosphere, in support of WMO Programmes and Co-sponsored Programmes.

OSCAR requirements, as defined in the dedicated online WMO documentation®, are:

expressed for geophysical variables in terms of 6 criteria: uncertainty, horizontal res-
olution, vertical resolution, observing cycle, timeliness, and stability.

These criteria are associated with a set of values for different levels, determined by experts:

e The “"Threshold” level corresponds to “the minimum requirement to be met to en-
sure that data are useful”.

e The “"Breakthrough” level corresponds to “an intermediate level between “thresh-
old” and “goal” which, if achieved, would result in a significant improvement for the
targeted application. The breakthrough level may be considered as an optimum,
from a cost-benefit point of view, when planning or designing observing systems”.

e The “Goal” level corresponds to “an ideal requirement above which further im-
provements are not necessary”.

In this analysis, we focus on the OSCAR requirement uncertainty criterion (ORUC) to assess the
performance of upper-air instruments. The duration of the UAII 2022 field campaign obviously
prevents us from discussing the stability criterion. We also do not discuss the criteria related to
the temporal and spatial sampling of the atmosphere, which are related to the implementation
of operational soundings by NMHSs. It is clear, however, that these criteria can be very relevant
in assessing the benefits of remote sensing instruments over radiosondes for specific application
areas (see Section 11.2.3).

Terminology 1 We refer to the Threshold (T ), Breakthrough (B), and Goal (G) levels of a specific
ORUC for a given geophysical variable x over a given atmospheric layer L as 657 o 62 -, and @ﬁ o
respectively.

According to the OSCAR documentation:

The "uncertainty” criterion characterises the estimated range of observation errors on
a given variable, with a 68 % confidence interval (10).

In a private communication on 2021-07-09, Erik Andersson (chair of the WMO Joint Expert Team
on Earth Observing System Design and Evolution [JET-EOSDE] at the time) made the following
clarification:

[One] should interpret the [OSCAR] uncertainty [criterion] as bias and random error,
combined in the root-mean square sense.

The list of ORUCs used to assess the performance of upper-air instruments participating to the
UAII 2022 is given in Table 9.2. They were extracted from the corresponding WMO website on
2023-05-31. They are associated to three geophysical variables of interest for the UAII 2022:
atmospheric temperature, relative humidity, and wind (horizontal) vector. They stem from the
following application areas within the Earth System Application Category “Atmospheric Applica-
tions":

e 2.1 - Global Numerical Weather Prediction and Real-time Monitoring

2.2 — High-Resolution Numerical Weather Prediction

2.3 - Nowcasting / Very Short-Range Forecasting

2.5 — Atmospheric Climate Forecasting and Monitoring
e 2.8 - Aeronautical Meteorology

6Source: https://space.oscar.wmo.int/observingrequirements, accessed on 2023-02-10.
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As of May 2023, no ORUCs exist for the other variables of interest in this analysis (geopotential
height, atmospheric pressure, wind (horizontal) speed and direction).

Table 9.2: ORUC Threshold (T"), Breakthrough (B) and Goal (G) values O, » used
to assess the performances of the upper-air instruments participating in the UAII
2022, grouped by application area, as a function of the associated geophysical
variable z and atmospheric layer £. The “High-Resolution Numerical Weather Pre-
diction” and “Global Numerical Weather Prediction and Real-time Monitoring” ap-
plication areas are shown together, on the basis that their ORUC values are almost
always identical (with differences tagged accordingly). Extracted from the WMO
OSCAR webpages on 2023-05-31.

Geophysical variable z Atmospheric layer £ Unit ©7. 5. ©F. OSCARId

2.8 - Aeronautical Meteorology

Atmospheric temperature PBL FT UTLS K 5.0 3.0 2.0 15
Relative humidity PBL %RH! 10.0 7.0 5.0 21
Wind (horizontal) vector = PBL UTLS ms~1 5.0 3.0 2.0 23
Wind (horizontal) vector FT ms~1 5.0 2.7 2.0 22

2.3 - Nowcasting / Very Short-Range Forecasting

Atmospheric temperature PBL K 3.0 1.0 0.5 427
Atmospheric temperature FT K 2.0 1.0 0.5 428
Relative humidity PBL %RH! 10.0 5.0 2.0 704
Relative humidity FT %RH! 20.0 8.0 5.0 448
Wind (horizontal) vector ~ PBL UTLS ms~1 5.0 2.0 1.0 452,453
Wind (horizontal) vector FT ms~! 8.0 2.0 1.0 451

2.1 - Global Numerical Weather Prediction and Real-time Monitoring
2.2 - High-Resolution Numerical Weather Prediction

Atmospheric temperature PBL FT UTLS K 3.0 1.0 0.5 255-257, 339-341
Atmospheric temperature MUS K 5.02 3.02 0.52 254

Relative humidity PBL FT %RH! 10.0 5.0 2.0 302, 303, 378, 379
Wind (horizontal) vector ~ PBL UTLS ms-! 50 3.03 1.0 312, 313, 384, 385
Wind (horizontal) vector  FT ms~1 8.0 3.0 1.0 311,383

Wind (horizontal) vector ~ MUS ms~1 10.02 5.02 1.02 310

2.5 - Atmospheric Climate Forecasting and Monitoring

Atmospheric temperature PBL FT UTLS MUS K 0.5% 0.25% 0.05* 778, 779, 780, 1016
Relative humidity PBL FT %RH 0.5 0.25% 0.05% 789, 997

Relative humidity UTLS %RH 1.0 0.5% 0.25% 790

Wind (horizontal) vector ~ PBL FT UTLS ms~! 2,54 1.5%4 0.5%°781, 988, 989

Wind (horizontal) vector ~ MUS ms~! 504 2.5% 0.5* 1017

1 Converted from % gkg~! to %RH (see Appendix K)

2 High-Resolution Numerical Weather Prediction: not applicable

3 High-Resolution Numerical Weather Prediction, for the PBL: 2.0
4 Converted from 2o to 1o level (see Sec. 9.3.1.2).

5 For the PBL: 0.25
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9.3.1.1 Relative versus specific humidity criteria

ORUCs for relative humidity (in units of %RH) are defined only for the “"Atmospheric Climate
Forecasting and Monitoring” application area. The other application areas listed previously contain
ORUCs for specific humidity instead. Furthermore, unlike all the other geophysical variables
considered in this analysis, the ORUC values for specific humidity are expressed in relative terms
rather than absolute ones by the WMO. This implies that the corresponding absolute requirements
are (comparatively) more stringent for lower humidity measurements.

The UAII 2022 field campaign does not provide us with sufficient flights to sub-divide profiles in
distinct humidity classes with sufficient individual sampling. Hence, we are not able to evaluate
the performance of a given upper-air instrument against a relative ORUC value. Instead, we
convert the original relative ORUC values for specific humidity into absolute ones for relative
humidity. Although the digits are identical, the ORUC values specified in Table 9.2 are provided
in units of %RH and differ fundamentally from the original WMO ones, which were provided in
units of % gkg~!. The conversion methodology is discussed in detail in Appendix K, to which we
refer the interested reader for details.

We note that this conversion of ORUC values for specific humidity is conservative. An upper-air
instrument that is not-fit-for-purpose (see Section 9.3.2) with respect to converted ORUC values
for humidity listed in Table 9.2 is also not-fit-for-purpose with respect to the original ORUC values
from the WMO.

9.3.1.2 The “Atmospheric Climate Forecasting and Monitoring* application area

The ORUC values associated to the “"Atmospheric Climate Forecasting and Monitoring” application
area were updated by the WMO in April 2023 to match the 2022 Global Climate Observing System
(GCOS) Essential Climate Variables (ECVs) requirements (GCOS-245, 2022).

Unlike all other application areas, the ORUC values for this specific category are quoted at a 20
level in the OSCAR webpages, and characterise “[...] the dispersion of the values that could
reasonably be attributed to the measurand”. For the sake of consistency, we convert these to a
1o level in Table 9.2 (and our analysis) by dividing them by 2, and treat them using the same
root-mean-square-error-like approach (to be discussed in Section 9.3.2) applicable to all other
application areas. This decision is motivated by the following argument.

Assessing climate-driven, long term variations in geophysical variables using a single system is
not affected by its bias (provided this bias is stable over time, which is described by a separate
2022 GCOS criterion, see GCOS-245, 2022). However, if one is to combine multiple distinct
systems into a global trend analysis, understanding and accounting for the relative bias of each
system becomes paramount.

The duration of the UAII 2022 field campaign is evidently too short to assess the stability of the
participating upper-air instruments over months or years. It does however enable us to assess
their capacity of being part of global climate trend analysis alongside other systems. Doing so
requires to account for both the dispersion and the absolute bias of their measurements, thereby
motivating the root-mean-square-error-like approach of our analysis also for the ORUC values of
the “"Atmospheric Climate Forecasting and Monitoring” application area.

Essentially, the present analysis uses the UAII field campaignh measurements and the ORUC values
associated to the “"Atmospheric Climate Forecasting and Monitoring” to assess the capacity of
participating systems to make useful contributions to the study of climate-driven trends (for the
geophysical variables of interest) when used in combination with other upper-air instruments.
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9.3.2 The OSCAR requirement uncertainty criterion (ORUC) assessment function

The performance of radiosonde measurements are assessed against ORUC values by comparing
a radiosonde’s individual measured quantity values with the equivalent reference quantity values
provided by the CWS, to determine the individual measurement errors. The resulting set of mea-
surement errors provides the basis for a general characterisation of the systematic and random
components of these errors, alongside an assessment of the uncertainty contributions associated
with the measurements, and the propagation of these uncertainties to determine key properties
of the overall distributions of measurement errors. In what follows, we describe this approach
mathematically.

Terminology 2 We introduce Ac ., the ORUC assessment function of an upper-air instrument R
for a given scalar’ geophysical variable x assembled from a series of N field campaign flights in
a given category C (either day, or night), as:

1 2
AC,L = j Z ((Ee,i _Qe,i) 3 (92)

Te €L
ecC

where J is the total number of individual measurement points xz.; belonging to the atmospheric
layer L over the N flights in the category C, and . ; the corresponding individual CWS measure-
ment point for the profile e at the time step 1.

Essentially, Ac . is the root-mean-square of the individual measurement errors of a given upper-
air instrument observed during the UAII 2022 field campaign, with the CWSs measurements
acting as reference quantity values. The demonstration that A¢ » can be directly compared with
ORUC values ©, , is given in Appendix J, to which we refer the interested reader for details.

One should note that the case for remote sensing instruments is slightly more complicated than
outlined in Equation 9.2, on the basis that their synchronisation with the CWS is less straight-
forward than for radiosondes located on the same rig. These specificities will be discussed in
Section 9.6.2.

A measurement uncertainty e . is associated to A¢ .. It stems from the individual CWS measure-
ment uncertainties, and we refer the interested reader to Equation (J.10) for a detailed discussion
of its derivation. In essence, ¢ . limits the resolution with which upper-air instrument perfor-
mances can be evaluated using the UAII 2022 field campaign flight dataset. The following three
scenarios are possible for any given upper-air instrument R, flight category ¢, and ORUC value
@z,gl

e Case 1: if
AC,£+k€C,E < 9173, (93)

one can conclude, with a level of confidence k-sigma, that the upper-air instrument R is
fit-for-purpose with respect to the ORUC value ©, ., for flights in the category C.
e Case 2: if
Acc —keer > O 1, (9.4)
one can conclude, with a confidence level of k-sigma, that the upper-air instrument R is not
fit-for-purpose with respect to the ORUC value ©, ., for flights in the category C.
e Case 3: if
Oz —kec,r < Acp < Oup + ke, (9.5)

one cannot conclude, with a confidence level of k-sigma, whether the upper-air instrument

’The expression of AW"ec for the wind (horizontal) vector variable is somewhat more complicated, in that it combines

two distinct scalar varlables - Wind (horizontal) speed and direction - to compute the modulus of the observed wind
vector difference:

1 d\2 d\ 2 d d i i
Agvgc _ \l 5 Z ((xgipee ) n <Qgsipee > . 2Izvs;pee Qwspee cos (rﬁl‘i'r _ Q\évglr> (9.1)

Te ;EL
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R is fit-for-purpose or not, with respect to the ORUC value ©, ., for flights in the category

C.
These different cases can also be described as a function of the effective confidence level kq:
e — A
ketr = Onc = Ace (9.6)
€c.c

which leads to the following, formal interpretation:

Terminology 3 The upper-air instrument R is (not) fit-for-purpose with respect to the ORUC
value ©, ., for the flight category C, with a statistical confidence level of |keg|-sigma, if kes > 0
(keff < 0, respectively).

The case 3 outlined in Equation (9.5) occurs when the absolute value of k. is less than a chosen
significance level (typically 2).
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9.4 DVAS: THE ANALYSIS SOFTWARE FOR THE UAII 2022

The dvas software (DOI: 10.5281/zenodo.8177527) was written by the UAII Project Team to
handle the core data processing and analysis tasks associated with the UAII 2022 field campaign
in an automated and reproducible manner. It takes the form of an open-source Python 3.11
package, developed on Github® and released on the Python Package Index (PyPI). Specifically,
dvas has been designed to:

1. ingest the MDP and GDP datafiles generated by radiosondes during the UAII 2022 field
campaign (see Appendix D),

2. clean and synchronise the atmospheric profiles on a flight-by-flight basis (see Sections 9.5.1,
9.5.2 and 9.5.3),

3. assemble CWS profiles (see Section 9.2), and finally
4. compute the Ac¢ . profiles for the participating radiosonde systems (see Section 9.3).

We shall not discuss the technical implementation of dvas here, nor provide explicit usage instruc-
tions, but instead refer the interested reader to the dedicated online documentation:

https://meteoswiss.github.io/dvas

Suffice it to say that the dvas package consists of two distinct modules®, which rely on an SQLite
database to store and access the data as it is being processed.

As an open-source code, the algorithmic content of dvas can be freely inspected by the interested
user. It is also possible to re-execute the exact processing steps of the UAII 2022 field campaign
dataset presented in this document using dvas v1.1.0, with specific instructions available in the
online documentation. The readers interested to do so should be aware of the processing time
involved. On a 2021 MacBook Pro (16-inch) with 64 GB RAM and an Apple M1 Max CPU with
10 cores, processing of all the UAII 2022 field campaign daytime flights takes 62.5 hours (51.7
hours for the nighttime flights).

9.4.1 The dvas diagrams

Specific figures and diagrams are generated by several dvas processing steps. Altogether, the
processing of the entire UAII 2022 field campaign dataset generates over 6000 individual figure
files. These fall into 4 distinct categories:

high-level flight overview diagrams,

individual CWS diagnostic diagrams (which include Figures 1.1, 1.2 and 1.3),

0 “delta” diagnostic diagrams (which include Figure J.1), and
¢ A “big lambda” diagnostic diagrams (which include Figures 10.13 and 11.1).

Most of these figures are intended to inspect the details of specific profiles on a flight-by-flight
basis. They are all made available to the interested reader as part of the UAII 2022 Supplemen-
tary Material. To facilitate their perusal, a dedicated web-based exploration platform® is made
available alongside the individual .pdf and .png files.

It should be noted that not all of the field campaign analysis figures included in this report were
generated directly by dvas. For those that were not, custom scripts ingesting the dvas-generated
NetCDF datafiles were (typically) used instead.

9.4.2 The dvas NetCDF datafiles

In addition to diagrams, the dvas code also creates NetCDF files:

8https://github.com/MeteoSwiss/dvas

94vas, the core module which defines dedicated routines and classes; dvas_recipes, which assembles these into logical
processing steps.

10we refer the interested reader to the usage instructions included in the UAII 2022 Supplementary Material.
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o for each flight, one NetCDF file per sonde on the rig (including the reference ones), containing
the cleaned and synchronised profiles,

o for each flight, one NetCDF file containing the CWS profile, and

o for each sonde model and flight category, one NetCDF file containing the A¢ . profiles for
each geophysical variable considered in this analysis.

These datafiles represent a unified and coherent dataset, that should facilitate reprocessing of
the UAII 2022 field campaign data by individual users, without having to deal with the necessary
metadata extraction or data homogenisation aspects detailed in Sections 9.5.2 and 9.5.3. As
such, these datafiles should also facilitate any future reprocessing of the UAII 2022 field campaign
dataset by users who cannot/do not wish to use the dvas Python package to do so.
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9.5 RADIOSONDES

9.5.1 The GRUAN Data Product (GDP) datafiles

The creation process of GDPs is described in Section 4.3.10.1. The software designed to process
the UAII 2022 field campaign data (dvas, see Section 9.4) is able to extract the GDP data directly
from the original GRUAN NetCDF files. In particular, a nhumber of small bugs and unexpected
features in these GDP datafiles, discovered during the analysis of the UAII 2022 field campaign
data, are automatically handled by dvas in the following manner:

¢ iMS-100 GDP:

— Valid horizontal wind speed and wind direction measurements with assigned Not a Num-
ber (NaN) or (exactly) zero values for the uncorrelated uncertainties are flagged as in-
valid and dropped from the analysis. On average, this affects (0.1 £ 0.1) % of the data
points in a profile.

— Relative humidity measurements with NaN values but valid assigned uncertainties are
flagged as invalid and dropped from the analysis. This affects on average (1.9 £6.9) %
of the data points in a profile.

¢ RS41 GDP:

— measurement uncertainties are divided by 2, to convert the original coverage factor of
k=2tok=1, and

— temporal-uncertainty values of geopotential height set to NaN are replaced by the
largest temporal-uncertainty value of the profile, in accordance with the official GRUAN
guidelines for this GDP (Sommer et al., 2022). The mean occurrence rate of this cor-
rection is (0.06 £ 0.33) % of measurement points per profile.

The corrections applied to the iMS-100 GDP data are warranted by the following features that
were identified in the version 2 of the data product:

e The first and last points in measured wind speed and wind direction profiles have an uncer-
tainty with a value of exactly 0.

e A wind (horizontal) speed of exactly 0ms~! has an undetermined uncertainty (i.e. NaN).

e Wind (horizontal) direction uncorrelated uncertainties greater than 180° (k = 1) are masked
with NaNs.

¢ Relative humidity measurements with a value rh+o(rh) < 0 are masked with NaN, with o(rh)
the associated total measurement uncertainty at £ = 1.

9.5.2 The Manufacturer Data Product (MDP) datafiles

Manufacturers participating in the UAII 2022 were requested to have their respective radiosound-
ing systems export sounding profiles as American Standard Code for Information Interchange
(ASCII) text files with a specific format (see Appendix D for details). We refer to these files as
Manufacturer Data Products (MDPs).

The data in these MDPs form the basis of the performance assessments of the different radiosonde
systems. The dvas code has been specifically designed to read these files directly and ingest their
content. Doing so automatically, however, requires dealing with a number of non-uniformities
between the different MDPs.

A core requirement of the UAII 2022 ASCII data format is to provide vertical profile measurements
with a time sampling of exactly 1 Hz: the sampling frequency of GDPs. This allows synchronising
all the profiles of a given flight (see Section 9.5.3) without the need for any interpolation.

Two systems did not provide data files with a vertical profile sampling of exactly 1 Hz: the RS41
sonde, and the WxR-301D sonde. The RS41 system, that specifies measurement times with
millisecond resolution, has irregular time steps that fluctuate around the value of 1s. After
discussion with representatives of Vaisala Oyj during the setup phase of the UAII 2022 field
campaign, it was decided that time steps for the RS41 systems should be rounded to the nearest
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second. The resulting rounding error is typically less than 0.1s (and never larger than 0.155s),
which is equivalent to ~0.5m given a nominal ascent rate of 5ms~! (typical for UAII 2022 field
campaign flights, see Figure 8.1). This is less than the uncertainty of 0.5s resulting from the
assumption that profile measurements are synchronised between sondes on a given rig (see
Section 9.5.3).

The WxR-301D system also specifies measurement times with millisecond resolution, but with
an average time step smaller than 1s (typically of the order of 0.97s). After discussion with the
representatives from Weathex during the setup phase of the UAII 2022 field campaign, it was
decided that measurements from the WxR-301D system should be linearly interpolated onto a
regular grid with fixed 1s time steps, and this for all the geophysical variables of interest.

Other inconsistencies present in some of the MDPs include:

¢ missing time steps, that are automatically filled with NaN values by dvas,
e duplicate time steps, that are removed entirely from the analysis,
e decreasing time steps, that are removed entirely from the analysis,

e geometric altitudes instead of geopotential heights, that are converted to geopotential heights
using the so-called "Mahoney proposition” (see Equation 12.10, Section 12.3.6 in WMO-
No.8-Vol.I, 2021), assuming a fixed geodetic latitude of 52.21° North for the entire profiles,
and

e wind speeds in knots, that are converted to ms~! by dvas.

The MDPs subject to these inconsistencies are listed in Table 9.3.

Table 9.3: List of inconsistencies identified in MDPs and their associated corrective actions.

Inconsistency Affected MDPs Corrective action
Measurement sampling # 1Hz RS41 Time step rounding

WxR-301D Linear interpolation of profiles
Missing time steps ATMS-3710, M20, PS-B3, RS41, WxR-301D Filled with NaNs
Duplicate time steps ATMS-3710 Removed from analysis
Decreasing time steps PS-B3 Removed from analysis
Geometric altitudes ATMS-3710 Converted to geopotential height
Wind speed in knots DFM-17 Converted to ms™1

We note that the atmospheric temperature measurements are converted from °C to K, for all
MDPs, by adding +273.15 to the individual measurements. We extract the atmospheric pressure
values measured indirectly (from the GNSS position, surface pressure, temperature, and relative
humidity; see e.g. Nash, 2015) for all systems but one. The manufacturer of the ATMS-3710
system requested during the UAII 2022 field campaign that the pressure values derived directly
from the in-built pressure sensor of the sonde be used and assessed instead.

The manufacturers were also asked to provide in the header of their MDP datafiles the absolute
times of 1) the initial data point in the profile, 2) the balloon launch, and 3) the balloon burst.
For all systems, the timestamp of the first datapoint is extracted directly from the first data row,
with the following exceptions:

o for the DFM-17 and GTH3 sondes, the first timestamp is taken to be the same as the
Launch.TimeStamp header keyword, and

o for the iMet-54 sonde, it is taken from the Initial.TimeStamp header keyword.
In addition:

o for the ATMS-3710 and M20 MDPs: the value of Launch.TimeStamp is incorrect. We used the
timestamp of the first profile point (which is specified explicitly for these system) as the
launch timestamp.

e for the WxR-301D MDPs: the Burst.TimeStamp value is not reliable, and was ignored.
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9.5.2.1 Reprocessing of the wind direction measurements for the WxR-301D sonde

In the data analysis phase after the conclusion of the field campaign, Weathex contacted the
UAII Project Leads about errors in several parameters in the MDP data files as a result of bugs
in their data processing. One of the affected parameters concerned the wind direction; a faulty
implementation of an averaging (smoothing) filter resulted in a 180° wind direction for winds
coming from the north. Weathex argued that this error was introduced as a result of modifying
their software to support the export of MDP datafiles in the prescribed UAII-specific data format,
and requested permission to submit reprocessed data where this error was corrected.

This matter was discussed by the UAII Project Team, and it was decided to allow the submission
of reprocessed data with only the wind direction data field corrected, under the condition that
documentation of changes to the source code is provided to the Project Team.

Correction/reprocessing of the other, undisclosed, parameters in question was not allowed. The
rationale for allowing the reprocessing of the wind direction data is that this is the result of
a very obvious programming bug, and that correcting this bug does not constitute an unfair
advantage with respect to the other participating manufacturers, because it will not result in
further improvements of the data product. It was also deemed in the interest of the campaign
to evaluate the system that is available on the market, i.e. to do the analysis based on data that
is equal to the normal operational data of the Weathex system.

When inspecting the reprocessed wind direction profiles provided by Weathex, it was identified
that for various flights the reprocessed profiles were significantly time-shifted compared to the
original measurements. The cause of these time-shifts is unclear, but it is evident that it is
related to the reprocessing procedure. The project leads informed Weathex of this fact, and
subsequently 8 flights were processed again, yielding “twice-reprocessed” MDP datafiles. For
these twice-processed flights the time-shifts were resolved, except for flight F59 (system 2).

Consequently, the UAII Project Leads decided to remove the WxR-301D profile of flight F59 from
the analysis (this applies to all parameters in the data file). Accordingly, this flight is flagged as
“invalid” in Section 8.2.3.

9.5.3 Profile synchronisation

The performance assessment of MDPs using CWSs, presented in Section 11.1.1, is based on the
following core premise of the UAII 2022 data analysis:

Premise 1 The measurements of all the sondes flying together on a given rig are synchronised.

Strictly speaking, this statement is incorrect. Each sounding system operates independently
from the others, and is entirely oblivious to them. However, all GDPs and MDPs provide profile
measurements at a frequency of 1Hz (either exactly, or nearly, as discussed in Section 9.5.2).
This implies that for a given time step, the measurement from any given system will always be
performed no more than +0.5s apart from the measurements of all the other systems on the rig.
This is equivalent to a (maximum) vertical offset of ~2.5m in the spatial location of the sondes??.

Adopting the Premise 1 is equivalent to ignoring this vertical offset between sondes. This can be
scientifically justified on the basis that:

1. the relative offsets between sondes are random across the different campaign flights, and

2. the interpolation of profiles to sub-second time resolution would lead to undesirable (and
unnecessary) loss of data quality.

Under the Premise 1, synchronising M MDPs and GDPs of a given flight only requires to identify
a series of integer shifts s, Vp € [1;...; M].

All radiosonde systems that participated in the UAII 2022, MDPs and GDPs alike, are equipped
with a GNSS receiver. Ideally, one would use the GNSS-derived timestamps of each measure-
ment to derive absolute synchronisation shifts. In the case of the UAII 2022 field campaign
flights, however, this is not possible because the measurement time stamps reported by several
radiosonde models are inconsistent (see Section 10.1.1).

Hassuming a nominal ascent rate of 5ms~1, which is typical for the UAII 2022 field campaign flights (see Figure 8.1).
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Therefore, for all radiosonde models but one, we rely on the geopotential heights measurements
to identify the best relative synchronisation shifts between each profile of a given flight. We do
this in a two step process. For a given flight, we first derive a robust initial guess s for each
profile, by syncing the measurement points closest to the geopotential height of 5000 m with
each others. The RS41 GDP is used as the synchronisation reference profile, on the basis that it
systematically contributes the most to the CWS profile of geopotential height (see Section 9.2).

To alleviate the impact of measurement noise on these initial synchronisation shifts, we refine
them using the geopotential height measurements between 4000 m and 6000 m, as follows. We
define the synchronisation function S,(i) for the sonde p at the time step i as:

. h(gdp)rs41 () . .

where s} is the (integer) correction to the initial (integer) synchronisation shift s9 for the profile

p, and h,(i) the geopotential height measured by the system p at the time step i. The value of
s, Is chosen to minimise the score S, (i), with s, € [-20;20]. We find that the uncertainty of this
synchronisation scheme is +1s (10). It is limited by the fact that we restrict ourselves to integer
shifts according to the Premise 1.

This synchronisation approach evidently requires the geopotential height measurements of the
different sondes to be sufficiently accurate in the range of 4000 m to 6000 m (as any systematic
error would translate in an erroneous synchronisation shift). We find this to be almost always
the case, with the following exceptions!?:

e DFM-17 sonde on flight F64 (system 1): this profile required the addition of a manual shift
of —12s to the value of s) + s}, which was derived manually from an inspection of the
temperature and relative humidity profiles with respect to those of the iMS-100 and RS41
GDPs. The use of UTC measurement times for synchronisation purposes is not possible for
this system (see Section 10.1.1 for details).

¢ iMet-54 sonde on flights F51 (system 2) and F76 (system 2): as this system was found to
display reliable measurement times systematically, these were used to synchronise all its
profiles (for consistency’s sake) against the measurement times of the iMS-100 GDP.

12whose origin is very plausibly found in the campaign-related geopotential height problems discussed in Section 8.2.5
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9.6 REMOTE SENSING OBSERVATIONS

9.6.1 Lindenberg Remote Sensing Suite (LRSS): principles and limitations

The geophysical variables listed in Section 9.1 are retrieved from the LRSS’s measurements along
the troposphere and partially along the UTLS (e.g. for the high-mode RWP). The manufactur-
ers provide recommendations to the users based on the technical specifications of the different
remote sensing instrumentation composing the LRSS listed in Table 9.1 and the applications for
which the instruments are best performing. Hereafter, we give an overview of the technical
strengths and limitations of each LRSS system through different periods of the day, meteorolog-
ical conditions and atmospheric layers £. It shall be noted that, even though the solar radiation
causes the background level to increase in the LRSS acquisition system, this increase has an
almost flat response with respect to the flight category C. In contrast to the CWS, the LRSS
instrument do not suffer a significant increase of noise in the measured signal due to solar ra-
diation. However, for the sake of keeping the same data analysis structure, the statistics of the
REMI will also be separated into the flight categories C.

Micro-Wave Radiometer (MWR):

For our statistical analysis we asses the level-2 products (operational retrieval), i.e. tem-
perature and humidity retrievals from the Brightness Temperature (BT) measurements from
the troposphere above the MWR during day and night. The deployed MWRs measure in
scan- and zenith-mode through the PBL, FT and the first 3 km of the UTLS. The operational
retrieval uses seven channels in the frequency bands around the water vapour absorption
line at 22.235 GHz for water vapour profiling and seven channels within the 51.26 GHz to
58.00 GHz oxygen band for temperature profiling. The temporal resolution of the humidity
and temperature profile retrieved from both MWR is 1 min using neural network inversion
(Cimini et al., 2006). The temperature profile used for our analysis is a combination of two
profiles, the “high” vertical resolution boundary layer profile and the “low” vertical resolution
full tropospheric profile. The two profiles are glued together at 1200 m by applying a cubic
spline fit. The vertical resolution is constrained by a weighted average over the atmospheric
portion that contributes to the brightness temperature observed by the MWR. Across the
layer 0 m to 2000 m, the vertical resolution varies from 25m to 100 m and down to 300 m
toward the top of the troposphere. The humidity profile spans the range Om to 10000 m,
likewise the temperature, the highest vertical resolution is within the PBL with 25m and
it decreases to 100m and 300 m reaching the top of the troposphere. The operational re-
trieval rejects data with the rain flag activated according to the manufacturer’s guidelines
and makes no distinction between cloudy and clear sky.

Doppler Wind Lidar (DWL):
For our statistical analysis we asses the Lindenberg’s operational retrieval of the profiles
of mean horizontal wind speed and wind direction, as a variant of the Velocity Azimuth
Display (VAD) retrieval method first described by Browning and Wexler (1968). All the
information about the variant used in Lindenberg can be found in the articles by Pdschke et al.
(2015) and Teschke and Lehmann (2017). The fundamental variable “wind vector” is derived
from the wind speed and wind direction using the VAD method outlined in Figure 9.3. The
retrieval uses the Doppler signal from the scattering medium that, for a DWL, is represented
by aerosols and cloud particles. Optically thick (liquid) clouds or fog significantly limit data
availability as they strongly extinct the emitted laser radiation by the DWL. However, ice
clouds are usually excellent lidar targets. Data from rainy skies can also be used provided
that the signal is not fully extinct. In the period from August the 8" to September the
16t, 2022, both DWL measured continuously in a VAD setup at 75° elevation angle. The
WindLidarl performed measurements in the “50 m-TP” measurement mode, i.e. 50 m Line
Of Sight (LOS) at 10 kHz Pulse-Repetition Frequency (PRF). The two DWL systems are based
on the same measuring principle, but the pulse duration of the older WindLidar2 is almost
twice as long as the WindLidarl. The LOS-resolution can be adjusted by the user for both
instruments, but a fixed setup has been kept for the duration of the field campaign. For the
WindLidarl, the sampled timeseries is binned into fixed intervals. A Fast Fourier Transform
(FFT) within each interval is performed and the power spectral density are calculated as the
absolute square of these individual FFTs. This restricts the available LOS-resolutions, but the
operator can choose amongst 25m, 50m, 75m or 100 m. Each resolution corresponds to a
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Figure 9.3: Scan geometry of a VAD with 12 directions. The coordinates «, ¢, ¢ and r describe
the position of the measurement volume. Adapted after Pédschke et al. (2015).

different pulse length and a different PRF. The PRF parameter is different when “TP-mode”
is used, even though the range resolution is the same.

Radar Wind Profiler (RWP):

The Lindenberg 482 MHz-RWP is a fully coherent pulsed Doppler Radar system with an Radio
Acoustic Sounding System (RASS) component, it is operated using two measuring modes
spanning the vertical ranges 500-9300m in low mode and 5500-16 000 m in high mode
(Lehmann, 2012). Both modes have been considered for our analysis to maximise the
overlap with the UTLS region (High-mode) and to complement/compare the information
brought by the DWL across the PBL and FT (Low-mode). The routine wind measurement is
performed using a four-beam “Doppler Beam Swinging” configuration. For the retrieval of
the mean wind vector, the (mean) wind field is assumed to be stationary and horizontally
homogeneous over the sampled volume; therefore averaging is performed for about 15 min
for each mode as detailed in Section 4.4. The vertical resolution and pulse width in low-mode
and high-mode are, respectively, 150m at 1 pys and 330m at 2.2 us.

The retrieved geophysical variables from the five remote sensing instruments of the LRSS are
compared to the variables measured by the reference CWS (see Section 9.2). Based on the
instruments’ technical specifications and the related literature, Table 9.4 shows, for each instru-
ment of the LRSS, the Instrument Optimal Vertical Range (IOVR) along which each geophysical
variable y can be reliably retrieved. The variable y is compared with the CWS over the integra-
tion time Atime, i.e. the time needed for the CWS to go through the range of altitudes R, Above
Ground Level (AGL) at the ascent speed vcyys-

Table 9.4: For each instrument of the LRSS, for each retrieved variable y, for each flight category
C, the Instrument Optimal Vertical Range (IOVR) R, Above Ground Level (AGL) is shown along
with the corresponding integration time Atime at the ascent speed vy g

Instrument day/night  Riemp Rry RwvEcT Rws YCWS Atime
MWR day 0—-2km 0-—2km 5ms™! 400s
night 0—-3km 0-—3km 5ms™! 600s
DWL day 0—3km 0—3km 5ms™! 600s
night 0—3km 0—5km 5ms~! 1000s
High-mode RWP day 55—16.3km 55—163km 5ms~! 2100s
night 9-163km 9-163km 5ms™! 2100s
Low-mode RWP  day 05—-93km 05-93km 5ms ! 1740s
night 9-163km 9-163km 5ms™!1 1740s
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In order to homogenise the comparison of the five remote sensing instruments with the CWS, the
range has been set to 0-9000 m for both flight categories C, with the exception of the High-mode
RWP, which is compared to the CWS along the range of altitudes 5500-16 000 m. The integration
time is then Atime = 30min based on the balloon’s ascent rate vcyyg =5m s~ (rounded to
30min). The atmospheric region spanning 0-9000 m embeds the PBL topped by the PBLH (%),
part or the entire FT (depending on the height of the tropopause) and the first 2km of the UTLS
(). For the High-mode RWP, the embedded atmospheric layers £ are the upper part of the FT
and the UTLS.

9.6.2 Profile synchronisation

All the LRSS instruments provide Level-2 products (the operational products for each geophysical
variable) with vertical grids, which are fixed over time and differ from the one of the CWS. The
CWS has a constant 1s temporal resolution that, based on the the ascent speed v\yg, translates
into 5 m-resolution. Each Level-2 profile retrieved from the MWR, DWL and RWP have either a
constant or variable vertical resolution, coarser than the CWS’s. Table 9.5 shows the range of
vertical resolutions of each instrument of the LRSS and the one selected for the field campaign
over the range 0-16 000 m ASL.

Table 9.5: Vertical grid of the LRSS instruments

Instrument vert. grid type vertical res. [m AGL]
MWR variable 25-300m

DWL “WindLidarl” constant 48 m

DWL “WindLidar2” constant 48 m

RWP low-mode constant 93m

RWP high-mode constant 314m

When comparing the geophysical variable ;... retrieved from the LRSS with the same geophysical
variable y.,s measured by the CWS at the height z, the value x.,s(z) is measured instantaneously
and represents the layer Az = 5 m, while y;ss(z) represents a much wider spatial interval being
the result of a longer average in time and space. In order to reduce the effect of the different
temporal and space averaging, the CWS variables have been averaged in space over the lay-
ers [z — AZyss/2, 2 + AZy.55/2], where AZ,,.., is the vertical resolution shown in Table 9.5 and =z
is the grid point along the LRSS grid vector. Compared to a simple interpolation of the CWS
geopotential height grid onto the geometric vertical grid at the exact level z, averaging over
[z — AZpss/2, 2 + AZy,s5/2] reduces the uncertainty of the comparison. In the approximation of a
constant gravitational acceleration through the atmospheric layers £, a 1: 1 conversion has been
applied between geopotential and geometric altitude.

9.6.3 The Remote Sensing Data Product (RSDP) datafiles

The data format of the LRSS products is NetCDF, and the data are integrated into daily files
containing profiles with different integration time Atime. The DWL and the RWP daily NetCDF
files count 48 profiles with Atime = 30min (for the RWP 13 min low mode, 14 min high mode).
The MWR daily NetCDF files count a maximum of 1440 profiles with Atime = 1 min. The LRSS
data are generated continuously, 24h/7d and characterised by different quality levels depending
on the occurring weather conditions. The LRSS data are filtered based on flags for rain and
cloud presence and stored into daily RSDP files. The data used for the comparison with the CWS
were selected from the RSDP over the time interval starting at the CWS official launch time, ¢,
till £,+ 30min.This means, 1 profile for DWL, 1 profile for the high-mode RWP, 1 profile for the
low-mode RWP and 30 profiles for the MWR.
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Figure 9.4: Synchronisation of the CWS and LRSS profiles for specific flight and geophysical
variable

9.6.4 Software analysis for the REMote sensing Intercomparison (REMI)

The Data Visualization and Analysis Software (dvas) (see Section 9.4) is used to synchronise the
radiosondes profiles with the GDPs, to construct the CWS and ultimately to compute the A¢ .
profiles. The analysis software used for the UAII REMote sensing Intercomparison (REMI) is
based on the same principles and logic of dvas. The Remote Sensing Software Analysis (RSSA) is
MATLAB-based, it is built to read the Combined Working measurement Standard (CWS) NetCDF
datafiles output from dvas, to synchronise them with the profiles of each geophysical variable
retrieved from the LRSS (Section 9.6.2) and to calculate the A¢ . profiles for all valid flights of
the UAII 2022. Figure 9.5 shows an example of synchronisation of the CWS with respect to the
vertical grid of the MWR-MF, Figure 9.4a, and the low-mode RWP, Figure 9.4b, on the 8t" and 7t
of September.

The RSSA can be summarised in four main processing blocks, as outlined in Figure 9.5. The first
block is the ingestion of the NetCDF data files from dvas and from LRSS. The second block is the
synchronisation of all daytime and nighttime dvas profiles onto the LRSS vertical grid (for %RH in
Figure 9.5). The third block generates the mean measurement error ¢ » (night flight category in
Figure 9.5) and the fourth block calculates the assessment function Ac ..

9.6.5 Limitations of the REMote sensing Intercomparison (REMI)

An important remark shall be done to allow a correct interpretation of the assessment results
of the LRSS with respect to the OSCAR requirement uncertainty criterion (ORUC) presented in
Section 10.2 and 11.2.2. The geophysical variables retrieved by the LRSS in the framework of the
REMI undergo the same data analysis as for the Radio Sounding Intercomparison (RSI), i.e. they
are compared directly to the CWS by means of the Remote Sensing Software Analysis (RSSA)
(Section 9.6.4), which is based on the same statistical principles as dvas. However, there are two
fundamental differences when the remote sensing or a radiosonde is compared to the CWS:
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Figure 9.5: outline of the four main processing blocks of the RSSA for flight category C =night

1. spatial: the geophysical variables measured by the CWS and retrieved from the LRSS
measurements do not coincide in space because the CWS attached to the balloon drifts
away from the LRSS.

2. temporal: the instantaneous profile values measured by the CWS are compared with the
values retrieved from the LRSS instruments over a longer average in time and space (Sec-
tion 9.6.2).

The radiosondes are compared against the CWS in a (drifting) Lagrangian reference framework,
whereas the remote sensing systems provide data in a (static) Eulerian reference framework,
namely in a strictly vertical column above the site. As a consequence, in addition to the instru-
mental correlated and uncorrelated uncertainty, for the LRSS, a further source of uncertainty
adds to the retrievals due to the lack of temporal and spatial co-localisation of the drifting CWS.
The total uncertainty of a LRSS instrument (A¢ ) is then increased by the variance of the atmo-
spheric humidity, temperature and horizontal wind in time and space. This additional uncertainty
contribution cannot be quantified precisely for the retrieved geophysical variable. As a result,
when the calculated value of A¢ . is too large to assess a LRSS instrument fit-for purpose with
respect to a specific ORUC requirement, the two limitations above do not allow to retain the
negative assessment with absolute certitude. On the contrary, when the assessment of a LRSS
instrument is “fit-for-purpose” with respect to a specific ORUC requirement, the assessment is
provided with absolute certitude. For this reason, and to ensure a fair interpretation of the as-
sessment of the LRSS instruments, in Tables 11.5-11.7 only the “fit-for-purpose” assessment
is provided. Consequently, Tables 10.7 and 10.8 provide the "lower-bound assessment”, i.e.
the minimum-level of performance that the LRSS can ensure given the spatial and temporal
limitations of the REMI.
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10 RESULTS

10.1 RADIOSONDES

10.1.1 UTC measurement times

In our analysis, the radiosonde profiles from any given flight are synchronised with each other
using their respective geopotential height measurements (see Section 9.5.3). A visual inspection
of the synchronised profiles reveals that the uncertainty of this approach is typically of the order
of 1s (10). Each radiosonde also reports UTC times for their measurements. For each profile,
it is thus possible to measure At, the UTC time offset of a given sonde, by comparing its UTC
times to those of a (synchronised) reference profile. The dvas-processed NetCDF profile data
files (included in the UAII 2022 Supplementary Material, see Section 9.4.2) contain an attribute
named “d.Metadata.first_timestamp”. It reports the UTC time of the first profile point. It allows
to compute the value of Aty for the radiosonde model R, for any given UAII 2022 field campaign
flight:

Atr = d.Metadata.first_timestamp, — d.Metadata.first_timestamp gt (10.1)

We present in Figure 10.1 the distribution of At for all the radiosondes that participated in the
UAII 2022, computed with respect to the UTC times reported by the iMS-100 GDP.
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Figure 10.1: Distribution of At for each radiosonde model R that participated in the UAII 2022,
computed with respect to the iMS-100 GDP. For each sonde, the black bar indicates the median
value, the grey area extends from the 25 percentile to the 75 percentile of the distribution, and
the whiskers extend up to the minimum and maximum values. When those extend beyond the
range of the diagram, the value of the extremum is indicated.

Five sonde models (ATMS-3710, iMet-54, iMS-100, PS-B3, and RS41) have a median Aty value of
approximately 0s, with a maximum error of ~5s. Within the uncertainty of the adopted profile-
synchronisation scheme, the UTC times reported by these sondes appear to be consistent with
those of the iMS-100 GDP, used as reference.

The relative agreement of the reported UTC times is less good for the other systems. In particular:
e the CF-06-AH and GTH3 models have Atr <—20s for several profiles,
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e the UTC times reported by the M20 model appear to be a systematic 18s early, and

e the DFM-17 and WxR-301D models both show large errors and a non-zero median value for
Atg, of the order of 5s and 27 s, respectively.

We also note that the UTC times of the RS41 GDP profiles appear to lie systematically ahead from
those of the iMS-100 GDP by a few seconds.

The existence of these errors is surprising, given that all radiosondes are equipped with a GNSS
receiver. Their exact cause remains uncertain to us!, but we do note that, for the specific case
of the M20 sonde, a lag of 18s is strongly reminiscent of the number of leap seconds that have
been added to UTC since the year 1980.

Irrespective of their origin, it is all these errors that lead us to rely on the geopotential height
measurements of the different sondes to synchronise profiles that have flown together on a given
rig (see Section 9.5.3). The resulting uncertainty of this approach, of the order of 1s (1¢) for all
the sondes, is better than the relative consistency of the UTC times reported from the different
systems. Using the reported UTC measurement times to synchronise profiles would result in
errors of several tens of meters for some systems. This would, in turn, unduly worsen the
statistical assessment of the sonde performances for at least 5 models.

10.1.2 Launch detection

With the exception of the ATMS-37102% and GTH33 models, all the radiosondes that participated
in the UAII 2022 field campaign report in their MDP data files the time of the balloon launch, as
detected (automatically) by them. We here briefly quantify At;zunch, the error of these automated
detections, with respect to that of the iMS-100 GDP?*. In order to disentangle the error of the
launch detection from that of the absolute times (discussed in Section 10.1.1), we compute
Atiaunch in relative seconds from the first measurement point of the synchronised profiles, using
the appropriate attributes provided in the dvas-processed NetCDF profile datafiles (accessible in
the UAII 2022 Supplementary Material):

Atiaunch,k = (d.Metadata.launch_timestampp — d.Metadata.first_timestampy)
—(d.Metadata.launch_timestamp — d.Metadata.first_timestamp.¢). (10.2)

A value of Atjaunchz > 0 implies that the launch was detected by the sonde R later than the
iMS-100 GDP.

The distributions of Atjaunch = for all the radiosondes, including the reference ones, are shown in
Figure 10.2. For all the systems that automatically measure a launch time, the start detections
are typically within 2s to 4s from one another. On average, the WxR-301D is the system that
last detects the launch, with a mean delay of 10s. In a handful of cases, some systems detected
launch some tens/hundreds of seconds too early. It is highly plausible that several of these “early
starts” are a consequence of the campaign setup (see Section 8.2.5): they thus should not be
considered representative of normal behaviour.

L After reviewing this report ahead of its publication, two manufacturers made the following comments regarding Fig-
ure 10.1 to the UAII Project Team:

e Meteomodem confirmed that the observed behaviour of the M20 sonde is indeed related to the difference
between GNSS and UTC time.

e Graw Radiosondes GmbH & Co. KG indicated that their “software uses the ground station computer as an
absolute time reference [for the DFM-17 sonde]. [The time of the ground station computer] is normally synced
to less than 1 ms by Network Time Protocol (NTP) [...]. [However,] no syncing via NTP was possible during the
campaign [as a result of the ground station being disconnected from the world wide web (see Section 4.1.5)].".

2The launch times provided by the ATMS-3710 sonde in the UAII-formatted MDP data files are incorrect, in that they
appear to correspond to the burst times instead.

3The GTH3 sonde relied on a manual (operator-driven) launch detection.

4The iMS-100 GDP is taken as reference for consistency with Section 10.1.1. Using the RS41 GDP instead would lead to
similar results.
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Figure 10.2: Distribution of Atjaynch =z for each radiosonde model that participated in the UAII
2022, including references, computed with respect to the iMS-100 GDP launch detection. For
each sonde, the black bar indicates the median value, the grey area extends from the 25 per-
centile to the 75 percentile of the distribution, and the whiskers extend up to the minimum and
maximum values. No automatically-detected launch times are available for the ATMS-3710 and
GTH3 sondes. Individual distributions ought to be compared to that of the RS41 GDP, which
essentially represents the range of agreement between the two GDPs.

10.1.3 Missing data

Here, we briefly quantify the typical amount of missing data for the different radiosonde models
that participated in the UAII 2022. We do so using the average number of missing (i.e. NaN)
measurements between launch and balloon burst, assembled from all the valid field campaign
flights. The averages, alongside the associated standard deviations, are presented in Table 10.1
for all sondes and geophysical variables.

Table 10.1: Average number of missing measurement points, and associated standard deviation,
in %, reported by the different radiosonde models participating in the UAII 2022, measured over
the valid profiles acquired during the field campaign by each system between balloon launch and
burst.

Temp. Rel. humidity Press. Geopot. height Wind dir. Wind speed
ATMS-3710 03.6 + 14.4 03.6 4+ 14.4 03.6+14.4 03.6+ 144 03.6+ 14.4 03.6 +14.4
CF-06-AH 02.4 +06.7 02.4+06.7 01.24+04.6 01.24+04.6 01.2+04.6 01.2 +04.6
DFM-17 00.2 £ 00.3 00.3 £00.5 00.2+00.3 00.2400.3 00.2+00.3 00.2 +00.3
GTH3 00.1 + 00.1 00.1 +£00.1 00.14+00.1 00.1+00.1 00.1+00.1 00.1+00.1
iMet-54 01.7 +£10.0 01.7 £10.0 01.7+10.0 01.74+10.0 01.7+10.0 01.7 +10.0
iMS-100 00.4 +01.6 00.4+01.6 0044+01.6 00.4+01.6 00.4+01.6 00.4 +01.6
M20 00.4 +01.4 004 +01.4 00.4+014 004+01.4 00.44+01.4 00.4+01.4
PS-B3 01.6 + 03.6 72.5+02.6 01.64+03.6 01.6+03.6 01.9+03.7 01.9 +03.7
RS41 00.1 +00.1 00.1 +£00.1 00.1+00.1 00.1+00.1 00.1400.1 00.1+00.1
WxR-301D 15.0 +25.8 15.0 +25.8 15.0 + 25.8 15.0 + 25.8 15.0 £ 25.8 15.0 + 25.8
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The number of missing measurements for the majority of the sondes and variables is small. For a
typical profile of 6000 points, a loss rate of 0.1 % corresponds to 6 missing points. The majority
of these are related to mismatches in the launch and/or burst detection.

Some sonde models have a larger amount of missing data on average. The data losses for
all these models are comprised of both temporary gaps and definitive connectivity interruptions
prior to burst. The (comparatively) larger standard deviations associated to these measurements
indicate that the loss of data is however not systematic: some flights are subject to data losses,
while others are not. For example, if a sonde stops recording data half-way through the ascent
for a single profile out of forty, the resulting mean data loss will be (1.3 £ 7.8) %.

One must note that the PS-B3 radiosonde intentionally masks relative humidity measurements
when the ambient atmospheric temperature falls below —40°C, as the relative humidity sensor
has not been characterised below this value as of yet. Under the atmospheric conditions of the
UAII 2022 field campaign, measurements were typically reported up to a geopotential height of
10 km by this sonde model, resulting in 72 % of missing measurements of relative humidity per
flight, on average. Interestingly, the temperature inversion in the stratosphere implies that for
certain flights, the PS-B3 radiosonde does report a handful of relative humidity measurements
shortly before balloon burst, above 30km. This behaviour is clearly visible in the corresponding
Ac, . diagnostic diagrams (see Section 10.1.5 and Figures L.101 & L.102 in Appendix L).

10.1.4 BUFR files

In addition to the MDP datafiles in ASCII format, all manufacturers were required to provide their
ascending profiles in Binary Universal Form for the Representation of meteorological data (BUFR)
format. Some manufacturers provided both ascending and descending BUFR files, and all are
encouraged to do so operationally. However, only the required ascending BUFR data are analysed
here. The WMO has defined two templates for reporting radiosonde profiles in BUFR format:
3 09 052 and 3 09 057. The latter is capable of reporting pressure and geopotential height with
higher precision, and stations are encouraged to make use of it if it is available at their site. For
the analysis here, no distinction was made between these two templates. When files using both
templates were provided, we only used the more recent template 3 09 057.

The BUFR format is a table-driven format, for which the underlying tables are updated regu-
larly. The structure of BUFR files is defined in the WMO Manual on Codes (WMO-No.306, 2022).
Manufacturers used different master table versions ranging from version 14 from March 2010 to
version 34 from May 2020.

We analyse the BUFR data for correct information and consistent representation of the data
contained in the corresponding MDP datafiles. We analyse all profile parameters, but restrict
the analysis of metadata parameters to those which are essential to describe the instrument
mode that has been launched as well as the location and time of the launch. These fields are
the minimum of metadata required to properly assimilate the data profile in a numerical model.
We do not validate the proper coding of the extended vertical sounding significance flags even
though we did notice some differences between the manufacturers.

The ATMS-3710, DFM-17, GTH3, iMet-54, iMS-100, PS-B3, and RS41 systems report data with a
resolution of 1s in BUFR. The M20 system reports data with a resolution of 2s. The WxR-301D
system used an incorrect time stamp, and the CF-06-AH system generated unusable BUFR files.

Relative humidity and dewpoint temperature showed disagreements between BUFR and MDP
datafiles for several manufacturers. These inconsistencies are also present in the MDP datafiles
that provide both these variables. Relative humidity is measured directly by the current ra-
diosonde technology, whereas dewpoint temperature is calculated from it using a formulation of
the saturation vapour pressure over liquid water. All manufacturers specified the vapour pressure
equation they used. The inconsistency is negligible near the surface and increases in magnitude
with altitude. In the upper troposphere, this inconsistency exceeds typical measurement uncer-
tainties and can reach more than 10 %.

Although it is difficult to know the source of the problem, it is possibly related to the inverse of
the vapour pressure equation that is required to calculate the dewpoint temperature. To convert
between the two, the vapour pressure equation and its inverse need to be known. By definition
of the WMO, dewpoint temperature, not relative humidity, is coded in BUFR files and, therefore,
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remains an error-prone quantity. Manufacturers whose systems show this inconsistency should
review their calculations.

Table 10.2 presents an overview of the coding and processing issues that were identified, which
are described in detail below.

Using BUFR files in the data assimilation of numerical weather centres requires correct metadata
and profile data. Incorrect data may at best be rejected and in worse cases may cause undesirable
biases in forecast products.

Operators of sounding systems generating BUFR files are strongly encouraged to verify proper
coding of all data and metadata to minimise potential problems that users of these data may
encounter.

ATMS-3710 - Azista Industries Pvt. Ltd.

The BUFR files generated by the ATMS-3710 system contain humerous issues and would not be
useful for data assimilation:

e The date and time of launch is the same in all files and months off the true launch date.
e The station ID is incorrectly listed as 42369 (instead of 10393).

e The coordinates of the launch site places the sounding in India.

¢ The elevation of the launch site was set to 274 m.

¢ The radiosonde model was incorrectly identified as that from a different manufacturer.

e The radiosonde serial number is missing.

e The timestamp of the profile data is not relative to launch and both BUFR and MDP datafiles
include substantial amounts of pre-launch data.

e There is a small difference (<1 %RH) between the humidity in the BUFR file and the MDP
file.

e The wind speed in the BUFR file is in knots instead of the expected m/s.
e The profile contains only static position data, not a trajectory.

CF-06-AH - Aerospace Newsky Technology Co., Ltd.

The BUFR files generated by the CF-06-AH system during the campaign contain only section 1 and
neither metadata nor profile data relating to the radiosounding. This is due to a misconfiguration
of the sounding system, which was not noticed during the campaign.

The manufacturer provided reprocessed BUFR files for several soundings during the review of
this report, which were properly coded. These files indicate the radiosonde model as “Beijing
Changfeng CF-06".

In these files the radiosonde serial number is missing and the relative humidity in the stratosphere
is clipped at 1 %RH. Furthermore, the time stamp is encoded 50s later than that in the MDP data
file.

DFM-17 - Graw Radiosondes GmbH & Co. KG

The BUFR files generated by the DFM-17 system contain a few issues:
e The seconds of the launch time are truncated.

e The station ID is coded incompletely. The WMO Block Number is missing; however, the
WIGOS local identifier contains the complete station ID.

e The humidity data in the BUFR file is smoothed more than those in the MDP file and are
inconsistent with the MDP files (see comment above).
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Table 10.2: Overview over the quality of BUFR files generated by all manufacturers that partic-
ipated in the UAII 2022. The x symbol indicates a serious problem that makes this parameter
(and potentially the entire sounding) useless. The ~ symbol indicates a missing parameter or a
minor issue, which is unlikely to cause problems in the data assimilation. The symbol v indicates
that no issue was identified.

ATMS-3710
CF-06-AH
DFM-17
GTH3
iMet-54
iMS-100
M20

PS-B3

RS41
WxR-301D

Parameter

Metadata

Date and time v
Station ID

Station coordinates
Elevation

Radiosonde model

AN NN
AN
<

SN NN

-

Serial number v

BUFR table version 14 14 33 14 34 32 18 21 31 21

Profile data

Time stamp
Pressure
Temperature
Humidity
Wind speed
Wind direction

x\xxx\!

NN NN NN

Latitude, longitude
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GTH3 - Tianjin Huayuntianyi Special Meteorological Sounding Tech. Co., Ltd.

The BUFR files generated by the GTH3 system contain several issues:

e The station is coded as mobile station without WMO block and station number. It uses the
identifier Lindenber in the primary system and SUDAN in the secondary.

¢ The elevation of the launch site is set to O m.
¢ The radiosonde model coded in the files is slightly different than the model used.
e The radiosonde serial number is missing.

¢ Relative humidity uses a lower resolution than in the MDP data files. BUFR files encode
dewpoint temperature, which was most likely calculated from integer values of relative hu-
midity.

¢ In several soundings, the launch time is correct, but the launch date is off by one day.
iMet-54 - Diel Met Systems (Pty) Ltd. trading as InterMet

The BUFR files generated by the iMet-54 system contains only two minor issues:
e The radiosonde serial number is missing.
e The relative humidity in the stratosphere is clipped at 1 %RH.

iMS-100 - Meisei Electric Co., Ltd.

The BUFR files generated by the iMS-100 system only exhibit an inconsistency in relative humidity
(see comment above). In the upper troposphere, the difference is up to 9 %RH.

M20 - Meteomodem

The BUFR files generated by the M20 system contain only two minor issues:
e The launch location shows a large scatter around the true launch point.

¢ The relative humidity in the BUFR file is less smoothed than that in the MDP datafile and is
inconsistent (see comment above). In the upper troposphere, the difference is up to 6 %RH.

RS41 - Vaisala Oyj

The BUFR files generated by the RS41 system do not show any inconsistencies.

PS-B3- Vikram Sarabhai Space Center, Indian Space Research Organisation

The BUFR files generated by the PS-B3 system contain four issues:

The station ID is incorrectly coded as 43373 (instead of 10393).
The radiosonde model is missing.

The time stamp of the profile data is about 2 s off from the time stamp in the MDP datafiles.

The relative humidity is set to missing starting well below the tropopause. This is consistently
done in the MDP datafile.

WxR-301D - Weathex

The BUFR files generated by the WxR-301D system contain numerous issues and would not be
useful for data assimilation:
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The launch date and time are months earlier than the true launch date.

The station ID is incorrectly coded as 47257 (instead of 10393).

The elevation of the launch site is set to 112m.

The radiosonde model is incorrectly coded as Jin Yang RSG-20A.

The radiosonde serial number is missing.

The time stamp of the profile is in integer minutes, not seconds.

The temperature data appear to contain uncorrected and unfiltered raw data.

The humidity data appear to contain uncorrected and unfiltered raw data.

The wind speed is inconsistent with the MDP datafiles and too low by about a factor of 2.

The latitude and longitude displacements in the profile data have sign errors, which have
the trajectory going into the opposite direction.
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10.1.5 OSCAR requirement uncertainty criterion (ORUC) assessment profiles A

We present in Tables 10.3, 10.4 and 10.5 the values of the ORUC assessment function A¢ o +ec
(see Section 9.3.2) together with those of the mean measurement error 6. . and standard devi-
ation of the individual measurement errors o(d)¢,» (see Section 10.1.5.2) for all the atmospheric
layers £ and flight categories C considered in this analysis, and for all the radiosondes that partic-
ipated in the UAII 2022. These measurements form the basis of our assessment of the different
systems with respect to specific ORUC values, that will be discussed in Section 11.1.1. The
Figures 10.3 to 10.12 provide a visual counterpart to these Tables, to aid in their perusal.

There are other sources of performance criteria for upper-air geophysical variables beside OSCAR
(for example: WMO-No.8-Vol.I, 2021). Some readers of this report may also have their own sets
of criteria. The Tables 10.3 to 10.5 are thus also meant to enable the assessment, by interested
readers, of the performance of the systems that participated in the UAII 2022 according to other
criteria than those discussed in Section 11.1.1: provided, of course, that those alternative criteria
are based on a metric comparable to that of the ORUCs (see Section 9.3).

The Table 10.5 reveals that the amplitude of the ORUC assessment function measurement uncer-
tainty ec . for the wind (horizontal) speed, direction and vector variables is systematically (very)
small. This is a direct consequence of the fact that no correlated uncertainties are associated
with the GDP measurements of the wind (horizontal) speed and direction. The value of ¢  for
all the other geophysical variables is affected by both correlated and uncorrelated uncertainties.

This document does not provide values of A, for the geopotential height, pressure and wind
(horizontal) speed, direction & vector variables in the PBL. As discussed in Section 8.2.5, several
profiles were likely affected by the specific campaign setup in this atmospheric layer, such that
the observed performances for these geophysical variables are very plausibly not representative
of normal sonde behaviour.

The performances of the different sondes is being assessed separately for the daytime and night-
time categories, and this for every geophysical variable, including those that one may not expect
to be affected by the diurnal cycle. It is paramount to remember here that correlation does not
necessarily imply causation. In the present case, a difference between the daytime and nighttime
performances of a given sonde does not necessarily imply that it was caused by the presence (or
not) of the Sun in the sky. It merely indicates that a different behaviour was observed between
the two sets of profiles. Understanding the actual origin of any daytime/nighttime differences
visible in Tables 10.3 to 10.5 requires a dedicated inspection of the underlying data, for example
by means of the so-called A¢ . diagrams that we shall introduce in the next Section.
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Table 10.3: Values of the ORUC assessment function A¢ ., its measurement uncertainty e -, the mean measurement error é. . and the standard
deviation of the individual measurement errors o(d)c,. (organised spatially as follows: Ag(é) + ¢) measured from the valid flights of the UAII
2022 field campaign, for the atmospheric temperature and relative humidity measurements, for all participating radiosondes, as a function of
the flight category C (day, or night) and atmospheric layer £ (PBL, FT, UTLS, or MUS). Fitness-for-purpose, given a certain ORUC value ©, .,
can be assessed directly using these values following Equations 9.3 to 9.5. These values also indicate whether a given performance is driven
by systematic or random errors (see Section 10.1.5.3).

Atmospheric temperatue [K] Relative humidity [%RH]
PBL FT UTLS MUS PBL FT UTLS MUS

ATMS-3710 Day 0.67 J5°7 40.09 0.64 7929 +0.01 0.89 ;32 £0.02 2.55 7220 4+0.10 | 11.63 5 1926 +0.82 26.01 [21:* £ 0.89 23.40 o57® +0.71 0.74 79.°° +0.07

Night 0.34 §527 4 0.02 1.40 5 3% +0.07 2.67 73, £0.09 4.65 7522 £0.09 | 5.50 ;725 £0.36 21.66 ;750% £0.84 21.02 238 +0.64 3.62§55° +£0.16

Day 0.14 ;957 £0.06 0.14 §9° £0.02 0.17 §5° £0.03 0.28 ;522 £0.01 | 3.10 723 £0.80 5.09525° +0.63 5.194%5° +0.55 5.13 75,% +£0.32
CF-06-AH : —0.02 —0.01 +0.00 —0.01 +3.16 +3.16 +2.70 +1.20

Night 0.07 ;022 £ 0.03 0.04 5 5,>' £0.01 0.04 §5,° £0.00 0.06 ;5" £0.01 | 3.49 1319 +0.80 3.8555,°+0.70 3.7752/°4+0.52 1.81732°4+0.21

Day 0.24 ;97" 4+0.09 0.26 ;92 £0.10 0.26 ;52° £0.09 0.52 ;55° £0.10 | 5.06 555" £0.81  3.63547° £0.17  2.7459 £0.00 0.55 %' +£0.39
DFM-17 A —0.02 —0.12 —0.03 +0.06 +5.08 —0.08 —0.81 +0.52

Night 0.12 5922 +0.02 0.17 5952 4 0.07 0.20 ;9% £0.01 0.21 J52°+0.03 | 599757 +£0.75 413 ;9% +0.18  3.47 ;55 +£0.45 0.59 572 +0.26

Day 0.18 9% +0.03 0.12 79.°° 4+ 0.04 0.09 J32' +£0.02 0.27 5922+ 0.10 | 7.00 ;52 +0.74 8.75557° £0.60 7.737:2°4+0.40 1.69 J55'% +0.46
GTH3 : —0.18 +0.02 +0.06 —0.03 +0.74 +2.16 +3.70 +1.54

Night 0.38 55,'% £0.05 0.15 § 9% 4 0.02 0.12 {9¢ £0.05 0.10 ;923 £0.02 | 4.72 737 +£0.15 641 229 +0.11  6.8273/°+0.26 1.71 J+7* +0.28
Met-54 Day 0.22 3522 40.01 0.14 5977 £0.05 0.20 ;9% £0.10 0.29 592+ 0.11 | 31253724048 437,172 £0.34 315552 40.39 1.03,9:°4+0.18

Night 0.14 §9:2* £0.03 0.09 5 5% £0.02 0.12 5 05" £0.09 0.13 ;052 £0.09 | 2.38 5957 £0.36  3.50 ,27° £0.66 3.13 5,45 £0.57 0.50 5 95°° +0.26
) Day 0.1239° 4+0.04 0.12 597° +£0.01 0.14 ;95 +£0.05 0.22 5522 +0.03 | 1.89 732" +0.61 2327939 +£0.37 2387534031 208,92 +0.11
IMS_lOO : +0.05 +0.06 +0.06 —0.02 +2.31 +0.67 +0.48 —0.35

Night 0.09 §5:° £0.06 0.07 §5.2° £0.08 0.08 §02° £0.08 0.11 ;9% £0.02 | 2.57 321 £0.77  1.937%°7+£0.31  2.0750,£0.39 0.48,95° +0.25
M20 Day 0.22 35 40.02 0.22 79,2 £ 0.06 0.15 7921 +£0.01 0.30 §52°+0.03 | 3.133222+0.67 6.37357° £0.74 6.38 127 +0.69 0.7559°° +0.45

Night 0.12 59" +0.05 0.15 797 £ 0.07 0.11 796 £0.06 0.12 9% £0.07 | 578354 +0.76  8.027722 +0.78 7.44 1577 +£0.65 0.52 59,2 +0.28

Day 0.20595° £0.03 0.40 §55" £0.08 0.65 §55° £0.10 1.02 25° £0.11 | 10.82 555" £0.80 14.59 ;97" £0.74 17.78 ;1'35* £0.79 0.45 § ;% £ 0.11
PS_B3 A —0.27 —0.23 —0.12 —0.22 +3.39 —0.53 +0.53 +4.72

Night 0.35 ;552" £0.08 0.26 5 97 £ 0.09 0.15 5052 £0.08 0.31 ;52 £0.07 | 6.12733° £0.49 10.44 0% £0.21 14.38 1052 £0.12 4.89 {572 +£0.20

Day 0.08 ;0% 40.05 0.07 5 0" +0.01 0.08 ;5.2 £0.04 0.22 ;9,7 £0.10 | 098 %" +0.44 1.31798° 4047  1.04 97 +0.48 0.40 J%* +0.33
RS41 f —0.03 —0.03 —0.03 —0.01 +0.34 +0.33 +0.30 +0.38

Night 0.08 5 0:>% £0.04 0.05 50, +0.05 0.05 505 £0.07 0.05 502 £0.01 | 0.91 %3 +£0.33 1.20792°+0.29 0.937%3°+0.26 0.46 5% +0.26
WxR-301D Day 0.45 ;95" 40.03 0.32 5 55% +0.01 0.38 521 £0.01 0.59 ;926 £0.02 | 526557 +£0.68 7.6755°" £0.75 6.76 55.2°+0.53 0.45 ;97" +£0.26

%R-
Night 0.17 56 £0.10 0.12 5 5 £0.09 0.12 5 5 £0.09 0.35 5 5,°° £0.08 | 4.5752°°40.60 7.7455,°40.65 6.07 52" £0.33 0.55 J9,* +0.24
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Table 10.4: Same as Table 10.3, but for the geopotential height and atmospheric pressure. No performance assessment is made in the PBL
(tagged with x), as several profiles were likely affected by the UAII campaign setup in this atmospheric layer (see Section 8.2.5 for details).

Geopotential height [m]

Pressure [hPa]

PBL FT UTLS MUS PBL FT uTLS MUS
Day 35597411 3749400 38Ftt415 11.0;29403 95,53 +£02 29727400
ATMS-3710 +0.1 +1.0 +1.7 -9.5 —8.5 —2.6
Night 37491400 4.055°+1.0 45757420 10.855°40.39.7,5°40228,2°40.0
Day 487393405 79-5%+01 964%°403 03559400 0255 +0.10.1;%'40.0
CF-06-AH : +1.2 +1.4 +3.0 +0.1 +0.1 +0.0
Night 39542 +1.6 4053*+19 65539424 037%"+02 01597401 00§5°+0.0
DFM-17 Day 126 55 £08 12972 +1.2 6472°+21 09,9402 0.6,95°+0.20.3,9*40.0
Night 41587 £1.3 44732 +24 5534434 04,9°+0.1 02,5401 0.1,5°40.0
Day 59729418 132770438 29.5 284 £4.2 0.4,9°+0.1 04,5%+0.103,9%40.0
GTH3 : +0.4 +7.7 +20.7 +0.1 —0.1 —0.1
Night 58794404 115777 +34 267237 +4.2 0542 +02 03,5 +£0.10.1,9"40.0
_ Day 129 5 £0.1 10.8 5 £0.3 6.756° £ 1.0 0.7,9'4£0.0 04,52+0.10.2;9%40.0
iMet-54 : +2.0 +3.7 +4.6 +0.0 —0.1 —0.1
Night 51729421 8.0337+23 102471°+24 037%5°+£0.1 02,9 +£0.10.1,9"40.0
_ Day 47,;974+01 55,27+£26 53;57+38 L1932 +01 0.65%'40.002,9"£0.0
iMS-100 : +0.4 —2.1 —2.3 +0.1 +0.2 +0.1
Night 48794 +04 55,57 +19 46,2°+27 0449 +£0.1 03392401 0.149"40.0
M20 Day 47555 4£06 55797+09 55130419 0479 +£02 02,95°+0.00.159"4+0.0
Night 51729421 6.113%2+28 7383%+27 L1{9%+01 05592401 0149°+0.0
Day 54597+£0.6 44757+09 41575'4+13 10597403 0653402 0.159°+0.0
PS-B3 : +0.7 +2.9 +3.6 —1.0 —0.8 —0.2
Night 46527+£06 51737+29 537530437 12569403 0.959%4+0.202,92+0.0
Day 36598+1.2 364%%+11 37331430 03359401 0259240.102;9'40.0
RS41 H +0.2 +1.5 +2.6 +0.1 +0.0 —0.0
Night 37492402 4153°+19 4753°+3.1 037%"£02 0.139°+0.00.055°40.0
Day 50792403 49738409 241.8;/2+04 9.8758 404 54527402 2355140.0
WxR-301D +0.3 +1.0 +21.6 +9.0 +4.8 +0.7
Night 4759%+£04 6.155°+08 1127135 +£1.0 102199 +£04 5.655%4+02 1.1J%7+£0.0
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Table 10.5: Same as Table 10.3, but for the wind (horizontal) direction, wind (horizontal) speed, and wind (horizontal) vector. No performance
assessment is made in the PBL (tagged with x), as several profiles were likely affected by the UAII campaign setup in this atmospheric layer
(see Section 8.2.5 for details).

Wind (horizontal) direction [°] Wind (horizontal) speed [ms™!] Wind (horizontal) vector [ms™]
PBL FT UTLS MUS PBL FT UTLS MUS PBL FT UTLS MUS

ATMS-3710 Day 128 X2 £0.1 8259%+0.0 22957 +0.1 0.955%40.01.075%40.01.0732+0.0 14751400 15332400 1.573440.0
Night 123 157 +0.1 83:9%+0.1 23.157 +£0.1 0.9,9%40.01.0,9240.0 1.0;5?40.0 14357400 1.578%+£0.0 1.555%40.0
Day 53793403 3.05%5°+04 89735+0.2 0255°940.002;5°40003;3'+0.0 0.335%40.0037%324+0.00555%+0.0

CF-06-AH : —0.1 +0.1 +0.6 —0.0 —0.0 —0.1 +0.2 +0.2 +0.5
Night 62551402 37491 +£0.1 12509 +0.1 02595°40.00.2,5°40.005,%'+0.0 0.34%240.00375%40.00.97%°+0.0
Day 91,924+01 63,9°+£0.1 17.0;2' +0.1 0.6 53" +0.00.752°+0.0 0.759°40.0 09428 +£0.0 1.152°40.0 1.1 5% +0.0

DFM-17 : —0.1 —0.4 —2.0 —0.1 +0.0 +0.0 +0.8 +0.9 +0.9
Night 91,9402 65,2*+£0.1 15822 +0.1 0.6,3"+0.00.732°40.00.759°40.0 0.94%%+0.0 1.052°40.0 1.04% +£0.0
Day 36507402 25,924+03 61,9402 0.2795°40.00.2,5°+00 1.375°+0.0 0349%+0.00375%24+0.01.57%%+0.0

GTH3 : —0.2 —0.1 —0.6 —0.0 +0.0 —0.0 +0.2 +0.2 +0.3
Night 26,0402 24;9'+01 45;9°+0.2 0.2595°40.00275°4+0.002,5°+0.0 02392+£0.00239%40.0047%%+0.0
, Day 41792404 27597 +£04 657%°+£0.2 0.259"+£0.00.2;5"+0.003,5'+0.0 0279%+£0.00235%4+0.0047%°+0.0

IMet-54 : +0.1 +0.1 +0.3 —0.0 —0.1 —0.1 +0.2 +0.2 +0.3
Night 2979 +01 2355'+01 6.153%+0.1 02,9°+0.00.2,5"+0.003,5"+0.0 02492+£0.00233%4+0.0047%°+0.0
) Day 30507403 1.979°+02 4.2;93+0.2 0.135°40.0025%°400 0275 +0.0 0235 40.00239'4+0.00375%240.0

IMS_]'OO : +0.1 —0.0 —0.5 +0.0 +0.0 +0.1 +0.2 +0.2 +0.3
Night 2739 £01 1.779°+01 6.255°+02 027%5°+£0.0 02559400 0375 +0.0 0249%+£0.00235%4+0.0047%°+0.0
Day 68592403 33751 +02 827%°5+0.2 03595°40.003;%°40.003;3'+0.0 0.435*40.00473*40.0 0555400
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Figure 10.3: Measured values of the ORUC assessment function A¢ . (red dots, with error bars
extending +e¢ ) for all geophysical variables and atmospheric layers considered in this analysis,
for the ATMS-3710 radiosonde. For each case, columns indicate the values of \S|C£ and o(d)c.c,
of which A¢ . is being comprised of (see Section 10.1.5.2 for details). The sign’ of the mean
measurement error éc . is indicated explicitly next to the top of the corresponding (white) column.
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10.1.5.1 The ORUC assessment function (Ac ) diagnostic diagrams

The ORUC assessment function A¢ , can also be computed over thinner atmospheric layers £, in
addition to the PBL, FT, UTLS, and MUS. For all radiosondes and flight categories C, we compute
the ORUC assessment function profile A¢ 100m With a vertical resolution of 100 m. These profiles
are provided as NetCDF files in the UAII 2022 Supplementary Material, along with dedicated
diagnostic diagrams.

An example of these diagrams is shown in Figure 10.13, for the atmospheric temperature mea-
sured by the ATMS-3710 radiosonde during daytime. These diagrams essentially provide a high-
resolution view of A¢ » against which the values (integrated over larger atmospheric layers) pre-
sented in Tables 10.3 to 10.5 and Figures 10.3 to 10.12 can be compared. For completeness,
similar diagrams for all the geophysical variables considered in this analysis are included in Ap-
pendix L, for all the radiosondes that participated in the UAII 2022.

The distribution of the individual measurement errors ¢.; (computed with respect to the CWSs),
together with the profiles of 1) the absolute mean measurement error |5| and 2) the standard
deviation of the individual measurement errors o(4), show the geopotential height ranges where
Ac 100m is dominated by the measurement bias of the sonde. In the specific case of Figure 10.13,
this occurs above ~20km where || > o(5). The interested reader can thus use these detailed
diagrams to understand if/where the A¢ . scores of a given sonde are primarily driven by the
presence of systematic measurement errors, random measurement errors, or both (see Sec-
tion 10.1.5.3).

10.1.5.2 On the behaviour of A¢  with respect to correlated uncertainties

The mathematical form of Equation 9.2 leads to the following behaviour of A¢ » with respect to
the propagation of uncertainties (to derive e¢ ., the total uncertainty of A¢ ., via Equation J.10 in
Appendix 1.2):

The influence of correlated uncertainties on ec . tends to vanish for atmospheric layers
L where the measurement bias ¢ . of the sonde approaches zero. Only the uncorre-
lated uncertainty sources remain in those regions, but their influence decreases as the
number of pooled measurements J increases, with J > 1 for the case of the UAII 2022
field campaign (in particular: J z 400 for Ac 100m)-

At first glance, this may appear counter-intuitive given that CWS measurements represent the
only source of uncertainties that contribute to ¢ .; and these are evidently common to all the
sonde measurements on any given rig. However, their impact on ¢ also depends on the mea-
surement bias of each sonde, which is specific to each radiosonde model and can vary as a
function of geopotential height.

We present in Figure 10.14 an example of this behaviour, by means of the A¢  diagnostic diagram
(introduced in Section 10.1.5.1) for the nighttime temperature measurements of the iMS-100
radiosonde. The uncertainty envelope of the high-resolution Apignt100m Pprofile (grey area) is
smallest in the vicinity of 26 500 m, where the measurement bias ¢ of the sonde approaches 0.

Intuitively, this behaviour of A¢ . with respect to correlated uncertainties can be understood if
one remembers that:

AC,LZ (A2+BQ)% (103)
with: o,
A= (ecr) and  B=(c(0)cr)’ (10.4)

In other words, A¢ . can be seen as resulting from the combination of A) the measurement bias
of a given sonde, together with B) the standard deviation of its individual measurement errors.
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Figure 10.13: Example of an ORUC assessment function (A¢, ) diagnostic diagram. Top: dis-
tribution of the individual measurement errors 6. ; = z.; — Q.,;, the difference between the atmo-
spheric temperature measured by the ATMS-3710 sonde (z. ;) and the corresponding CWS value
(£2,;) for the time step i of flight ¢, for all daytime flights. A positive value of é.; is synonymous
with a warm offset. Middle: profiles of |§| (the absolute mean measurement error; dashed line),
o(9) (the standard deviation of the individual measurement errors; dotted line), and Agay 100m
(the root-mean-square of the individual measurement errors, see Equation (9.2); full line) as a
function of geopotential height, computed over height bins of 100 m. The grey-shaded area ex-
tends +egay,100m around Agay 100m (S€€ Section 9.3). The values of A4, . for the PBL, the FT, the
UTLS and the MUS atmospheric layers £ are marked using red diamonds (tagged accordingly),
each with error bars extending +egay » above and below each marker (see Table 10.3). Bottom:
Histogram of the number of individual measurement points (J) and profiles () that contribute
to each 100 m-bin. Bins with J < 300 are subject to larger statistical errors (see Appendix J), and
should not be over-interpreted. The geopotential heights of the PBLH and the median tropopause
are tagged with 2 and v, respectively. The lower- and upper-bounds of the UTLS are marked with
Fand .

158



CHAPTER 10. RESULTS

As the measurement bias é¢ . of a sonde approaches 0, the measurement uncertainties associated
to o(d)c, . start to dominate the value of Ac$£5.

The behaviour of ¢¢ . illustrated in Figure 10.14 is then driven by the fact that a standard deviation
is not sensitive to correlated uncertainties but only to uncorrelated ones, whose importance
diminish as the sample size becomes larger.

2 = Y — iMS-100, Temp., nighttime
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Figure 10.14: ORUC assessment function (A¢ ) diagnostic diagram -as introduced in Fig-
ure 10.13- for the nighttime temperature measurements by the iMS-100 radiosonde. The ampli-
tude of epignt.100m (light grey area), the uncertainty envelope of Apight 100m, decreases significantly
around the geopotential height of 26.5km where the measurement bias dnight 100m approaches
zero (dashed curve). The measure of Apightmus also has a very small uncertainty, as the mea-
surement bias computed over the entire MUS region is = 0.

5To demonstrate this, let us introduce ¢4 and ep the uncertainties of A and B, respectively. We have:

OA A
— = — 10.5
0A A ( )
OA B
— = = 10.6
0B A ( )
Such that:
V(A) = G-U.GT
_ (A E) ) 6124 €EAEB ) %
A A EAEB e% %
A2, B?, AB
= F€A+F€B+25A€BF
5 B2
¢.570 e 3o (10.7)
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10.1.5.3 The ORUC assessment function (Ac ) as a combined score of random and systematic
measurement errors

Equation 10.3 has a profound implication: Ac . is influenced both by the systematic measurement
errors (via d¢c,c) and the random measurement errors (via o(d)c, ) of the system being evaluated.
The assessment of a system’s fitness-for-purpose with respect to a given ORUC is thus influenced
by both its systematic and random measurement errors assessed with respect to the CWSs.

Understanding whether the performance of a given system is dominated by systematic or random
measurement errors (or both) can be crucial, depending on its intended use. Two radiosondes
may have similar A¢ . scores, but one may be driven systematic measurement errors, whereas
the other could be driven random ones. Depending on the use case, a user may favour one over
the other. For example, if working at lower temporal (i.e. vertical) resolution is acceptable, one
may prefer a system with (comparatively) larger random errors, the influence of which can be
mitigated through vertical data binning.

The Figures 10.3 to 10.12 and the A¢ . diagnostic plots provided in Appendix L can be used to
clarify whether the A¢ ;. score of a given system is primarily driven by:

1. random measurement errors, if [6|, . < o(d)c .z,
2. systematic measurement errors, if Wc »>0(b)ec, or
3. bOth, if |S’CL‘ ~ O’((s)c’ﬁ.

The behaviour of A¢ . with respect to correlated uncertainties discussed in Section 10.1.5.2 also
provides an interesting means to distinguish the relative influence of systematic and random
measurements errors in Tables 10.3 to 10.5 and Figures 11.1 to 11.3. For a given A¢ . val-
ues, a profile with a larger e . uncertainty will be comparatively more affected by systematic
measurement errors than a profile with a smaller e; » uncertainty.

It must be noted that random errors can have different sources, on which the value of A¢ . it-
self cannot say much. For example, large random errors could be the result of either intrinsic
measurement noise, or heavy profile smoothing with respect to the variability seen in the CWSs.
Differentiating between these two cases cannot be done directly from the A, diagrams in Ap-
pendix L. This is unlike (for example) radiation correction errors, that give rise to systematic
measurement errors with a (typically) recognisable trend, and a clear difference between day-
time and nighttime behaviours. Discussing the exact source of random measurement errors for
the different systems falls outside the scope of this report. Nonetheless, the different datasets
provided in the UAII 2022 Supplementary Material can be used by the interested reader to study
this question further.
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10.1.6 Twin soundings

A series of twin soundings were performed for all radiosonde systems participating in the UAII
2022 field campaign (see Section 4.3.5). The detailed twin sounding statistics is specified for
each system in Tables 8.2 and 8.3. The differences between these (synchronised) profile pairs
are shown in Figures 10.15 to 10.21 at a resolution of 1s for each system, for all the geophysical
variables considered in this analysis. These figures give some insight into the repeatability of the
different sondes, and are provided here for the benefit of the interested reader.

The number of twin soundings remains limited for all systems, with at most 5 (6) successful twin
daytime (nighttime) soundings per system acquired over the course of the UAII 2022 field cam-
paign. This obviously limits the statistical exploitability of these twin measurements. However,
Figures 10.15 to 10.21 reveal a number of specific, noteworthy behaviours for some of the ra-
diosondes. These sonde-specific points will be discussed in Section 10.1.9. Here we shall briefly
mention some global behaviours shared by all/most sondes.

In Figure 10.15, the daytime temperature difference profiles are systematically noisier than night-
time ones. This is a direct consequence of the response of the temperature sensor/sonde to
solar radiation. A (comparatively) higher noise level in the twin difference profiles suggests®
a higher sensitivity of the measurements from a given sonde to the instantaneous ventilation
speed, and/or a stronger angular dependence of its temperature sensor on the incoming solar
radiation (see Section 7.3.3.1). Such an angular dependence may be caused either by the ge-
ometry of the sensor/sensor-boom/sonde itself, and/or by some variability in the manufacturing
process. Identifying the exact cause for each radiosonde would require dedicated laboratory
measurements akin to those described in Chapter 7. In any case, an a posteriori correction of
such rapid, solar-driven temperature fluctuations would remain very challenging, given 1) the
(typically) unknown orientation of the sonde at any given moment in time, and 2) the (usually)
“rotation-averaged” nature of corrections related to solar radiation. Careful sensor/sonde design
is key to reducing the solar-driven noise in diurnal temperature measurements, and thus reducing
random measurement errors.

Such a strong daytime-nighttime difference is not seen for the relative humidity measurements in
Figure 10.16. For this variable, the presence of large offsets appears to be more directly related
to the conditions of the flight itself (or, possibly, to the underlying calibration of the sensors),
rather than to the mere visibility (or not) of the Sun in the sky.

Finally, large offsets in the wind (horizontal) speed, direction and vector measurements are visible
for most systems shortly after launch (see Figures 10.19 to 10.21). Although some of this
behaviour is very plausibly related to the campaign setup (see Section 8.2.5), these offsets
nonetheless suggest a general difficulty in performing wind (horizontal) measurements within
the few tens of seconds after launch.

6since the sondes were hanging freely under the rig, see Appendix F.3.2.
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Figure 10.15: Twin sounding profile differences for daytime (green dots) and nighttime (purple
dots) flights, for atmospheric temperature. Each dot shows the difference between two mea-
surement points acquired by two sondes of the same model during a twin sounding. Each profile
is shown in its entirety, including beyond the nominal vertical range of each diagram, where the
y-location of each dot is scaled linearly between the diagram’s edge and the extremum value.
The minimum and maximum difference values of all the curves are shown to the right of each
panel, when these are located beyond the range of the diagram. The number of curves in each
diagram is given to the right of each panel for both the daytime (top) and nighttime (bottom)
flights. Fewer twin flights were acquired for the WxR-301D sonde due to the critical failure of one
of its ground systems (see Section 8.3).
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Figure 10.17: Same as Figure 10.15, but for the atmospheric pressure.
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Figure 10.18: Same as Figure 10.15, but for the geopotential height.
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Figure 10.19: Same as Figure 10.15, but for the wind (horizontal) speed.
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Figure 10.21: Same as Figure 10.15, but for the wind (horizontal) vector.
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10.1.7 Cloud exits
10.1.7.1 Atmospheric temperature

The so-called "wet-bulb” effect refers to cooler-than-ambient-air temperature measurements re-
sulting from the evaporation of water that has accumulated on the temperature sensor of a
radiosonde after passing through a cloud or rain. This behaviour is most noticeable after exiting
clouds when dry air leads to rapid evaporation, and thus rapid cooling of the temperature sensor
that can result in super-adiabatic lapse rates. To prevent or inhibit this effect and the resulting
measurement errors, some radiosonde manufacturers apply a hydrophobic coating to the tem-
perature sensor and/or use dedicated algorithms to detect and correct regions of super-adiabatic
cooling.

All radiosondes participating in the UAII 2022 field campaign were subject to the wet-bulb effect,
with varying degrees of intensity. In order to characterise the associated temperature measure-
ment error for each system, we consider cases where no atmospheric temperature CWS can be
assembled for at least 20s (consecutive; according to the statistical compatibility criterion dis-
cussed in Section 9.2) as a result of the wet-bulb effect. With no CWS available, we compute the
difference between the temperature measurements of each sonde on the rig and the warmest
GDP’ over a window of 600s starting at the lowest level where no CWS could be assembled. We
restrict ourselves to the atmospheric region above the PBL and below the UTLS in order to remain
within the regime of liquid or mixed phase clouds.

As shown in Figure 10.22, we find that wet-bulb-induced temperature measurement errors reach
up to almost 4K for some systems. We cannot exclude the possibility that the warmest GDP
may itself be subject to the wet-bulb effect, so that the values visible in Figure 10.22 should be
considered as lower limits. On the other hand, it is evidently not because (at least) one of the
GDPs is subject to the wet-bulb effects that all the sondes on the rig will be too: this is reflected
in the fact that not all profiles in Figure 10.22 indicate large temperature errors.

For all sondes, the temperature error profiles are highly variable — a direct consequence of the
variability in the atmospheric conditions and the amount of sensor contamination on each indi-
vidual flight. With a maximum measurement error of ~1K, the RS41 sonde shows the lowest
wet-bulb-induced errors for the atmospheric conditions sampled during the UAII 2022 field cam-
paign.

From the cases that show clear wet-bulb-driven temperature errors, we find that all sondes
typically recover from the wet-bulb effect within 500s (=2500m at a typical ascent speed of
5ms~!) except the DFM-17 sonde, where recovery exceeds 600s in at least two cases. The
ATMS-3710 sonde shows long lasting errors, but these are related to the general behaviour of
this sonde (see Section 10.1.9.1), and not just the wet-bulb effect.

10.1.7.2 Relative humidity

In some circumstances, the passage of a radiosonde through dense, mixed-phase clouds can
lead to long-lasting erroneous measurements of relative humidity. This is due to the deposition
of water on the humidity sensor, which can lead to an overestimation of the ambient relative
humidity after exiting the cloud. While any sonde can be affected by this problem, the extent
and duration of the elevated measurements will typically depend on the design of the humidity
sensor and sensor-boom (including the presence/absence of a protective cap, the sensor coating,
and the presence/absence of sensor heating).

In Figure 10.23, we show the difference between the relative humidity measured by a given
sonde and the driest GDP before and after exiting from dense clouds above the PBL and below
the UTLS. Dense-cloud regions are identified as cases where the CWS reports at least 20 consec-
utive relative humidity measurements equal to or larger than 99.9 %RH. The profile differences
are then computed over a window extending 600s beyond the “in-cloud” region, to assess the
behaviour of the relative humidity sensor after the cloud exit.

In this visualisation, the contamination of a relative humidity sensor takes the form of a dis-

7which is the RS41 GDP in 61 % of cases, and the iMS-100 GDP in 39 % of cases.
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Figure 10.22: Temperature differences between a given sonde and the warmest GDP profile of
the rig, for cases where temperature GDP profiles are statistically incompatible due to wet-bulb
effects above the PBL and below the UTLS.
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continuity at the cloud exit. The majority of radiosondes show such discontinuities in some of
their profiles, with errors growing up to 30 %RH or so. In several instances, the error is seen to
decrease over a duration of 300s. However, this is not always the case, the contamination of the
relative humidity measurements can remain in place up to and beyond 600s. For an illustration
of this behaviour, we refer the interested reader to the CWS diagnostic diagrams of flight F20 in
the UAII 2022 Supplementary Material, where the persistent contamination of the iMS-100 GDP
results in the impossibility of assembling a relative humidity CWS in the stratosphere.

Some systems (M20, RS41, and WxR-301D) do not appear to have experienced severe contam-
ination of their humidity sensor in the cases evaluated in Figure 10.23. However, it is important
to remember that the contamination of a particular humidity sensor on a particular flight will
always be affected by random factors. Therefore, it cannot be concluded that these systems
are completely immune to the problem. The small number of profiles considered here certainly
prevents us from drawing firm conclusions, statistically speaking. On the basis of data available,
we see no obvious correlation between the behaviour of a given sensor and its characteristics,
as outlined in Table 3.2.

10.1.8 In-clouds behaviours

The ability of radiosondes to measure 100 %RH is essential for several applications, such as cloud
thickness analysis. In Figure 10.24, we show the distribution of ARel. hum.|qou4, the difference
between the relative humidity measured by a given sonde and the CWS, for cases where 100 %RH
(or more) is measured by the latter. Most sonde models perform an active clipping of relative
humidity measurements above 100 %RH. Bearing this fact in mind, we find that six sondes are
able to measure relative humidity values of 100 %RH in agreement with the CWS (within the
associated CWS measurement uncertainties): CF-06-AH, DFM-17, iMet-54, iMS-100, M20, and
RS41. The median measurement error of the WxR-301D sonde is close to 0 %RH, but the range
of measurement errors extends significantly to negative offsets (indicating a dry bias) up to and
beyond —5%RH. Three sonde models stand out with median measurement errors outside of the
CWS measurement uncertainty range: ATMS-3710 (—17.5%RH), GTH3 (-8.1 %RH), and PS-B3
(=13.8%RH).

The ability of radiosondes to reach 100 %RH has also been tested, independently of the CWS, by
means of pre-flight SHC tests (see Section 4.3.8). The SHC provides a controlled environment at
100 %RH and ambient temperature. The distributions of ARel. hum.|suc, the relative humidity
measurement errors in the SHCs, are shown in Figure 10.25. The overall distributions appear
to be broadly consistent with the in-flight behaviour, bearing in mind that the SHC observations
may not have been processed in exactly the same way as the in-flight measurements by the
various systems. Both the ATMS-3710 sonde and the PS-B3 display a dry bias in the SHC as they
do in-flight, albeit with different amplitudes most certainly due to the temperature differences
between the SHC and the atmosphere. However, the behaviour of two sondes in the SHC appears
to be different from their in-flight behaviour: the iMS-100 sonde shows a median overestimation
of 2.6 %RH in the SHC, while the iMet-54 shows a median underestimation of —6.8 %RH which is
not seen in-flight. The exact reason for these different behaviours, and in particular that of the
iMet-54 sonde, is unknown.

So far, we have only discussed the global behaviour of sondes in the pre-flight SHC tests. An
immediate follow-up question is whether the correlation between SHC and in-flight behaviour also
exists on a flight-by-flight basis: that is, whether measurements in the SHC do correlate strictly
(or not) with the in-flight behaviour of a given sonde. We explore this aspect in Figure 10.26,
which shows the distribution of ARel. hum.|goud — ARel. hum.|syc computed on a flight-by-flight
basis. A narrow distribution would indicate that the SHC test is predictive of the in-cloud behaviour
(modulo a possible temperature-related offset in the error amplitude). On the other hand, a
broad distribution (i.e. broader than the individual distribution of the in-flight relative humidity
measurement errors) would indicate that the sonde behaviour in the SHC is decoupled from its
behaviour in-flight. We find that the latter scenario does not apply. Sonde behaviour during the
SHC tests is found to be well correlated with the in-flight behaviour overall, including for the
iMet-54 sonde which consistently shows a drier bias in the SHC.
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Figure 10.23: Relative humidity measurement error observed after passing through dense,

mixed-phase clouds.

Each curve corresponds to the difference between the relative humidity

measured by a given sonde and the driest GDP on the rig. Cases are identified as regions where
the CWS reports at least 20 consecutive relative humidity measurements equal to or larger than
99.9 %RH between the PBLH and the UTLS. The profile differences are then computed over a
window extending 600 s beyond the “in-cloud” region, with the moment of cloud exit centred at
0s. Contamination of a humidity sensor takes the form of a discontinuity (with respect to the

in-cloud behaviour) that appears at the cloud exit.
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Figure 10.25: Distribution of the relative humidity measurement errors in the pre-flight SHC
tests (ARel. hum.|syc) for each radiosonde model that participated in the UAII 2022 field cam-
paign, with the exception of GTH3 for which no pre-flight SHC tests could be performed®. For
each sonde, the black bar indicates the median value, the grey area extends from the 25 per-
centile to the 75 percentile of the distribution, and the whiskers extend up to the minimum and
maximum values.

* In view of the high failure rate of the GTH3 radiosonde model during the campaign (see Section 8.2.3), it
was decided (after a few flights) to not put this sonde through the pre-flight SHC to minimise the “stress”
experienced by the system pre-flight.

10.1.9 Model-specific observations

In the following Sections, we discuss systematic behaviours specific to each radiosonde partici-
pating in the UAII 2022 field campaign that have not been discussed elsewhere. These Sections
are absolutely not meant to serve as executive summaries of each systems. Rather, they are
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Figure 10.26: Distribution of ARel. hum.|qoud — ARel. hum.|syc (computed on a flight-by-flight
basis) for each radiosonde model that participated in the UAII 2022 field campaign (except the
GTH3 sonde for which no pre-flight SHC checks could be made). For each sonde, the black bar
indicates the median value, the grey area extends from the 25 percentile to the 75 percentile of
the distribution, and the whiskers extend up to the minimum and maximum values. The maximum
uncertainty of the (individual) CWS measurements of relative humidity (k¥ = 1) is shown by the
hatched region.

intended to complement the other observations reported elsewhere in this report.

10.1.9.1 ATMS-3710

The ATMS-3710 sonde shows a strong, warm measurement bias for daytime flights (6 ~+4K at
30km, see Figure L.1) and cold measurement bias for nighttime flights (§ ~—7.5K at 30km,
see Figure L.2). In particular, the nighttime flights show a large and uniform spread of the
temperature measurement errors above the tropopause. The twin sounding flights of this sonde
also show large, systematic temperature differences up to 2K (see Figure 10.15).

The ATMS-3710 sonde shows a dry measurement bias for relative humidity that increases with
altitude up to § ~—35 %RH at the tropopause, for both daytime and nighttime flights. This sonde
is the only system relying on direct pressure measurements. Its pressure measurement errors
also show a characteristic trend, with a mean measurement error of § ~—14 hPa at 8 km.

10.1.9.2 CF-06-AH

The CF-06-AH sonde has one of the smallest temperature measurement biases of all the sondes
involved in the UAII 2022, with a mean measurement error of |§|<0.05 K, particularly for nighttime
flights (see Figures 11.1 and L.16). It is this characteristic that lets it be the only sonde found to
be “fit-for-purpose” with respect to the (most challenging) ORUC Goal value associated with the
application area “Atmospheric Climate Forecasting and Monitoring”, albeit still only in the UTLS
for nighttime flights (see Table 11.4).

The CF-06-AH sonde shows a wet measurement bias of § ~+3 %RH up to the tropopause. For
several flights where the sonde passed through a 100 %RH layer (e.g. F26, F69, F76), this sonde
reports elevated relative humidity readings throughout the stratosphere (up to 15 %RH for certain
flights, see Figure L.17).
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10.1.9.3 DFM-17

The DFM-17 sonde displays a cold temperature bias during the day of the order of § ~0.2K up to
the top of the UTLS, gradually increasing in the MUS up to § ~0.5K at 30 km (see Figure L.29).
The nighttime measurement bias for atmospheric temperature is less than 0.2K at all altitudes
(see Figure L.30).

10.1.9.4 GTH3

The GTH3 sonde shows a small temperature measurement bias at all altitudes (|§| <0.15K),
except for the MUS for daytime flights where it displays a cold measurement bias that increases
with altitude, up to 6 ~—0.4 K at 30 km (see Figure L.43). For relative humidity, the measurement
errors of this sonde show a wide spread up to the tropopause with ¢(6) ~7.5%RH for daytime
flights (see Figure L.45) and o(§) =5 %RH for nighttime flights (see Figure L.46). The relative
humidity differences observed during the twin-sounding flights reached up to 10 %RH (throughout
the FT) on at least two occasions (see Figure 10.16).

The GTH3 sonde shows a bimodal behaviour with respect to its geopotential height measure-
ments. Although a number of profiles report geopotential heights within 10 m of the CWSs
throughout the entire ascent, the majority of profiles show a geopotential height measurement er-
ror that increases linearly with altitude, with individual measurement errors up to 50 m at 30 km,
resulting in a geopotential height measurement bias of § ~30m at 30 km (see Figures L.47 and
L.48).

10.1.9.5 iMet-54

The temperature measurement errors for the iMet-54 sonde show a small spread at all altitudes
with o(§) <0.1K (see Figures L.57 and L.58). However, this sonde also shows a very systematic
trend in its temperature measurement bias §: from § ~0K in the lower troposphere for daytime
flights, a cold measurement bias develops in the UTLS to reach up to 6 ~—0.2 K at the tropopause
and beyond. A similar behaviour is observed with nighttime flights, although with a somewhat
smaller amplitude with the cold measurement bias reaching up to 6 ~—0.12K in the MUS.

10.1.9.6 iMS-100

The iMS-100 sonde shows a small temperature measurement bias for both daytime and nighttime
flights, with [0] <0.1K (see Figure L.71), with one exception: a cold bias is seen to develop above
27 km for nighttime flights, reaching up to § *—0.25K at 32km (see Figure L.72).

10.1.9.7 M20

For nighttime flights, the small scatter of the temperature measurement errors (¢(§) <0.1K up
to 25km, see Figure L.86) displayed by the M20 sonde is associated with a clear trend in the
sonde’s mean temperature measurement bias §. It is seen to increase up to § ~+0.2K in the first
2km after launch, before gradually decreasing towards the tropopause. A similar behaviour is
observed for daytime flights (see Figure L.85), with the addition of a linear increase of the stan-
dard deviation of the individual temperature measurement errors in the MUS up to ¢(6) ~0.35K
at 30 km.

Several twin sounding flights of the M20 sonde reveal the presence of discontinuities of the order
of ~0.1K in the temperature difference between two sondes, which appear to be systematically
located around 7km and 10km. Similar discontinuities are also observed with respect to the
CWS (for example: FO3 (system 1), FO8, F09, F15, F26 (system 1), ...).

Regarding relative humidity, the M20 shows a wet measurement bias in the FT, which increases
up to 6 ~+10%RH at 10 km for nighttime flights (see Figure L.88).
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10.1.9.8 PS-B3

The PS-B3 sonde has a warm temperature measurement bias that increases linearly up to 6 ~+1.5K
at 30 km for daytime flights, alongside a dispersion of individual temperature measurement errors
that increases linearly up to ¢(§) ~0.7 K at 30 km (see Figure L.99).

For nighttime flights, the sonde displays a cold measurement bias of § ~—0.3K in the PBL that
decreases to 6 ~—0.15K in the UTLS, before increasing to ¢ ~—0.5K at 30 km (see Figure L.100).

For daytime flights, the PS-B3 sonde displays a dry measurement bias of § ~—15%RH in the FT,
which is not seen for nighttime flights (see Figure L.101 and L.102). No assessment of relative hu-
midity measurements is possible for this sonde above ~9 km where the ambient air temperature
falls below —40°C. The relative humidity sensor of the PS-B3 sonde has not been characterised
in this regime by Vikram Sarabhai Space Center, Indian Space Research Organisation as of yet,
and its measurements are not reported. We note, however, that there are some relative humidity
readings from this sonde above 30 km. These result from the atmospheric temperature increas-
ing above the cropping threshold of —40 °C at these altitudes, for certain flights of the UAII 2022
field campaign.

The geopotential height measurements from the PS-B3 sonde are found to be systematically
within 210 m of the CWS (see Figure L.104). However, its pressure measurements have well-
structured measurement errors with a characteristic trend that is maximum at 5km with a mea-
surement bias of § ~—1.3 hPa (see Figure L.106).

10.1.9.9 RS41

The RS41 sonde shows both a small temperature measurement bias and dispersion, with |§| <0.1K
and ¢(6) <0.1K in all cases except for daytime flights in the stratosphere (see Figure L.113).
There, a cold temperature measurement bias develops gradually from the tropopause and reaches
6 ~—0.3K at 30km. The standard deviation of the temperature measurement errors also in-
creases in this region, reaching ¢(§) ~0.15K at 30 km.

10.1.9.10 WxR-301D

The WxR-301D sonde displays a cold measurement bias for nighttime flights, with ¢ ~—0.15K
up to the MUS, where the temperature cold bias starts to increase to § ~—0.6K at 31 km (see
Figure L.128). This cold measurement bias is not seen during daytime flights (see Figure L.127),
where the distribution of individual temperature measurement errors of this sonde instead shows
a wide spread with ¢(§) =0.6K in the MUS.

The WxR-301D sonde shows a dry measurement bias of § ~—5 %RH up to the tropopause for both
daytime and nighttime flights (see Figure L.129 and L.130). The WxR-301D sonde also shows a
measurement bias in the reported pressure, of which the individual measurement errors display
a specific trend as a function of altitude with a maximum measurement bias of § ~+12hPa at
3km (see Figures L.133 and L.134).
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10.2 REMOTE SENSING

The assessment of the performance of the LRSS instruments is obtained by evaluating the values
of the ORUC assessment function A¢ . and its associated measurement uncertainty ec ., (see
Section 9.3.2) for the atmospheric layers £ =[PBL, FT, UTLS] and flight categories C considered
in this analysis.

In this Section we provide the results of the comparison of the remote sensing against the refer-
ence Combined Working measurement Standard (CWS), these results will be used in Section 11.2
to assess the performances of the LRSS instruments with respect to specific ORUC requirements.

10.2.1 Missing data

As outlined in Section 9.6.1, based on their measuring principles, the Signal-to-Noise Ratio (SNR)
of the Doppler Wind Lidar (DWL) and Radar Wind Profiler (RWP) cannot be the same through all
atmospheric layers £. The signal intensity depends on the strength of the particular scattering
process along the line of sight of the DWL and RWP and must be large enough in order for the
signal to be above the overall measurement’s noise. The amount of data (i.e. data availability) is
determined by both the propagation characteristics of the used radiation through the atmosphere
as well as by the scattering properties of the sampled volume. Data points below the SNR
threshold are filtered out by the quality control and are not available for the comparison with the
CWS. Similar to the RWP, the Micro-Wave Radiometer (MWR) can measure in almost all weather
conditions except during rain. Thus, also for the MWR, the data availability is depleted due to
filtering by the software during rain periods (active rain flag). Table 10.6 shows the average
number of missing measurement points (data missing rate), and associated standard deviation,
in %, reported for each LRSS instrument participating in UAII field campaign. For the two DWL,
we split the statistics in two atmospheric regions, Okm to 1.5km and 1.5km to 9 km, as the data
availability within and above the PBL is significantly different for the DWL (see Section 9.6.1).

Table 10.6: Average number of missing measurement points, and associated standard deviation,
in %, measured by the different LRSS instruments, during the UAII 2022.

Temp. Rel. humidity Wind dir. Wind speed

MWR-SMZ 06.64 + 01.36 06.33 + 01.45

MWR-MF 07.91 + 01.37 07.59 + 01.45

WindLidarl (0-1.5 km) 30.80 + 14.22 29.41 + 14.21
WindLidarl (1.5-9 km) 91.42 + 13.51 91.31 4+ 13.87
WindLidar2 (0-1.5 km) 30.38 + 24.49 28.14 + 25.03
WindLidar2 (1.5-9 km) 93.05 +£ 11.52 92.72 4+ 12.50
WindProfiler-HighMode 47.64 + 28.67 49.91 + 28.63
WindProfiler-LowMode 32.81 + 25.73 29.90 + 27.59

The data in Table 10.6 should be interpreted differently from those shown for the radiosondes in
Table 10.1. A typical radiosonde profile contains 6000 points on average, while each instrument
of the LRSS has a different and coarser vertical resolution leading to a much lower number of
points and to higher values of missing data in percentage. The typical MWR profile contains
94 points, such that a missing rate of 7.5 % corresponds to about 7 missing points. For the DWL,
the Okm to 1.5km region is comprised of 30 points, such that an average missing rate of 30% in
the PBL corresponds to about 10 points. Above the PBL the average missing rate is much higher
for the DWL, i.e. the 92% corresponding to about 240 points. The RWP profiles count 35 vertical
points in high mode and 96 in low mode. The missing rate correspond then to about 15 and
30 missing points for the high and low mode, respectively.

Important note: the missing data rate for remote sensing systems must be carefully interpreted
in comparison to the radiosondes because it strongly depends on the sampling configuration of
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the instruments. For example, the sampling of the DWL is typically configured in such a way that
signals can be obtained from cirrus clouds near the Tropopause. As such, measurements are of
course not always possible due to propagation limitations of the infrared laser radiation (e.g. in
case of low level liquid cloud layers) the number of missing measurement points will necessarily
be high under such circumstances. This parameter thus reflects not only the performance of the
particular instrument, but also the atmospheric conditions.

10.2.2 ORUC assessment functions (A)

For all the geophysical variables, instruments of the LRSS, flight categories C, and atmospheric
layers £, the profiles of Ac . + ec.c, of the mean measurement error §c . and of the standard
deviation o(d)¢,. are calculated with the vertical resolutions listed in Table 9.5. For the MWR-
SMZ and the %RH variable, Figure 10.27 shows an example of Ac + e .. The width of the
atmospheric layers £ is not constant through the atmospheric column and corresponds to the
vertical resolution of the MWR-SMZ. The absolute mean measurement error |éc | (dashed line)
and the standard deviation of the individual measurement errors o(d)¢, . (solid black), represent
the two terms contributing to the total value of Ac . in Equation (3.3). The values of éc . and
o(d)e,c change significantly for different instruments, flight category and atmospheric layer L.
The value of jc . can be interpreted as the measurement bias. When it approaches zero, only
the standard deviation contributes to the total value of A¢ - and vice versa when the term o(d)c
becomes negligible. In Figure 10.27, in the FT, the mean error & . is constantly smaller than the
standard deviation o(d)¢,., which almost overlies the profile A¢ .

The values A¢ ;. + ec . over the atmospheric layers £ = [PBL,FT,UTLS]| are calculated for each in-
strument of the LRSS along with the values éc » and o(d)c .. Especially the type of instrument
and the atmospheric layer £ are sensitive parameters that determine the ratio ¢ c/0(8)c.c. Fig-
ures 10.28-10.33 show, for each LRSS instrument, the contributions of §c » and o(§)c, - separately
as a function of C and L.

In Section 10.2.3, we provide an interpretation of Figures 10.28-10.33 for each instrument of
the LRSS.

10.2.3 Instrument-specific observations

Sections 10.1.5.1-10.1.5.3 provide a detailed description of the contributions of the mean mea-
surement error ¢ . and standard deviation o(d)c . to the value of the ORUC assessment function
(Ac.c) for the radiosounding comparison. Likewise, here we present the values of 5 » and o(8)c 2
for each LRSS instrument, geophysical variable, flight category C and atmospheric layer £. Ta-
bles 10.7-10.8 list the values A¢ . +éc . as well as the values ¢ » and o(d)c . for the geophysical
variables “atmospheric temperature” and “relative humidity” and for the “horizontal wind direc-
tion”, “speed” and “vector”. The values in the tables can be used by the interested readers and
applied to any application areas for evaluation of the fitness-for-purpose of a specific variable.
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Figure 10.27: Example of profiles of A¢ s +ec.c, dc.c and o(8)c . for the %RH measured by the
MWR-SMZ during the flight category C = day. The vertical resolution of the profiles corresponds
to the resolutions of the MWR-SMZ as shown in Table 9.5. The cyan diamonds are the values A¢
calculated over the atmospheric layers PBL, FT and UTLS and the error bars are their uncertainty
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Figure 10.28: Measured values of A¢ . (red dots, with error bars extending +ec ) for all geo-
physical variables and atmospheric layers considered in this analysis, for the MWR-MF. For each
case, columns indicate the values of ch and o(d)c,z, of which A¢ - is being comprised of (see

Section 10.1.5.2 for details).
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Figure 10.29: Same as Figure 10.28, but for the MWR-SMZ.

180



CHAPTER 10. RESULTS

WindLidarl

Daytime Nighttime
FT FT

PBL UTLS PBL UTLS
—— T T T T

] { |
| ‘D‘D“DDD;“D‘“DD

! |
[ “Dh‘ ‘

B =
o [&)]
T
—eo—
1 1
T T
1 1

Wind dir. [o]

] ‘

Wind speed [m s -]
L

T [r T 1F T N T
w 15 E 1 [ 11 7
E 1 [} I 1t ]
S 1 ar E N
(5] 1L ]
> 1t 1
T 05 1k -
S:: D D I H D |
iz 1t 1
g 0 1 P 1 L L 1 1L 1 L L 1 P 1 ]
PBL FT uTLS PBL FT uTLS

Figure 10.30: Same as Figure 10.28, but for the DWL “WindLidarl”.
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Figure 10.32: Same as Figure 10.28, but for the High-mode RWP
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Table 10.7: The Table shows for all the LRSS instruments, the values of Ac . + ec.. along with the values of 6c . (A’s superscript) and o(8)c .
(A’s subscript) for the geophysical variables temperature and relative humidity, all flight categories C and atmospheric layers L.

Atmospheric temperature [K] Relative humidity [%RH]
PBL FT UTLS MUS PBL FT UTLS MUS
MWR-MF Day 0.84 7256 4+0.09 1.50 73:°° £ 0.09 1.76 71 £0.09 NaN | 9.14 J822 £0.95 20.99 {397 +0.85 23.89 {3578 £ 0.92 NaN
Night 1.14 §9:56 4+ 0.07 1.25 7557 4 0.08 1.86 32 £ 0.08 NaN | 7.99 7538 £0.87 17.51 {797 £0.82 21.93 {35 +0.77 NaN
MWR-SMZ Day 1.26 7392 40.10 1.65 752* £0.09 1.96 7254 £0.10 NaN | 11.25 7528 4+ 0.90 23.24 {3555 4 0.87 25.00 {3552 +0.99 NaN

Night 1.26 79,7 4-0.08 1.40 J 3% +0.08 1.99 73:°° +0.09 NaN | 8.88 7555 +0.90 20.16 {442 +0.82 23.67 57?2 +0.80 NaN

Table 10.8: Same as Table 10.7, but for the wind (horizontal) direction, speed and vector.

Wind (horizontal) direction [°] wind (horizontal) speed [ms—!] wind (horizontal) vector [ms™']
PBL FT UTLS  MUS PBL FT UTLS  MUS PBL FT UTLS  MUS
Wind lidar (1) Day 12.247'+3.0 9.615°4+26 54/5%+1.6 NaN | 1.2/07+£0.2 1.04%°+£0.3 1.1 57 +0.4 NaN | 1.35°+0.1 1.1 29 +0.1 1.4 " £0.1 NaN
Ind lidar 5

Night 9.91504+27 11.94%° 42756 3" +£1.9 NaN | 227:% 403 087%°+03 1.6 5% +0.4 NaN [ 22716+0.2 1.08°4+0.1 2.1 75 £0.1 NaN

Wind lidar (2) Day 12.8 /2 £2911.435%+296.8 3% +1.7 NaN | 1.1 797 +02 1.1497+£0.3 1.4} 404 NaN | 1.2%°+0.1 1.352" +0.1 1.97%+0.1 NaN
Ind lidar 5

Night 8.915%+23 10555'+28 7.0/5°+1.9 NaN | 20752403 0.87%°+£0.3 1.475°4+04 NaN [ 2.073°+£0.1 1.158%4+0.1 2275 +£0.2 NaN

Wind profiler Day NaN 75417 +£15 81 5" +1.2 NaN NaN 15752403 197" £0.3 NaN NaN L7154 +02 21737 +£0.2 NaN

(High Mode) Night NaN 9.473%+13 9535%+1.2 NaN NaN 17159403 207§%+£0.3 NaN NaN 1975402 2273%+0.2 NaN

Wind profiler Day 16.6 ;5 £2.6 11.9770 £2.2 85757 £1.4 NaN | 1.2707 402 1.3797£0.3 1.975'+£03 NaN | 1.4 4" £0.1 1.575%+0.1 2.113°+£0.2 NaN
(Low Mode) Night NaN 121758423 87539+ 1.5 NaN NaN 1.159%40.3 1.675°+0.3 NaN NaN 1.354°40.1 1.875%+0.2 NaN

SI1NSs3d "0T ¥3LdVHO
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Figures 10.28-10.33 provide the visual counterpart to Tables 10.7 and 10.8, to aid understanding
and interpreting correctly the results shown therein and represent the basis for the discussion in
Chapter 11.

10.2.3.1 A¢.r,0c.c,0(0)c.c diagrams: Micro-Wave Radiometer (MWR)

The operational retrieval of temperature and humidity profiles from the measurements of the
MWR uses the manufacturer’s neural network inversion algorithm. For atmospheric layers above
2000 m AGL, the retrieval is derived from a training dataset known a priori. The a priori dataset
is obtained by a climatology of thermodynamic profiles taken near the MWR deployment’s site
and the corresponding brightness temperature observations, i.e. the retrieval is based on the
local climatology of radiosoundings (see e.g. Léhnert et al., 2009, and references therein). The
retrievals through the FT and UTLS represent more the local climatology of temperature and
humidity profiles than the real-time measurements. The fact of being strongly driven by the local
climatology may induce a bias at these atmospheric levels. Based on the statistical analysis by
Massaro et al. (2015), the Root-Mean Square Error (RMSE) of the daytime MWR retrievals are
slightly better during nighttime than during daytime. The vertical range that can be used is then
slightly larger during night than during day. Although in general the microwave radiometer has a
constant performance in conditions with clear or cloudy skies, the quality of the measurements
in heavy rain conditions (> 2000 g m~2) is poor, as described also by Léhnert et al. (2009). Cloud
cover (overcast) can represent an offset in the brightness temperature, due to the emission by
the liquid water in the clouds, but this can be corrected in the retrieval.

MWR-MF:

Figure 10.28 shows that the overall ratio ¢ /o(8)c.. does not vary much amongst tempera-
ture, relative Humidity, FT and UTLS, day and night. Most of the variability occurs within the
PBL between day and night. the behaviour is however different for temperature and relative
humidity. For the temperature, the ratio éc /o (8)c - is > 1 during daytime and < 1 during
nighttime. The temperature measurements are dominated by the bias during day and by the
standard deviation during night. This behaviour is less pronounced for the relative humidity,
for which the ratio éc /o (0)c.c is close to 1 in the PBL between day and night.

MWR-SMZ.:
Figure 10.29 shows that the daytime temperature retrievals are dominated by the bias
through the PBL, FT and UTLS. The ratio becomes éc /o (8)c.c < 1 only in the nighttime-
PBL. The relative humidity has almost the same behaviour of the MWR-MF for the daytime
retrievals, i.e. characterised by a larger standard deviation compared with the bias. The
nighttime relative humidity retrievals in the PBL have more bias than the daytime.

10.2.3.2 A¢ £, 0¢.2,0(0)c.c diagrams: Doppler Wind Lidar (DWL)

The functioning principle of the DWL is based on the scattering of the infrared radiation by aerosols
and liquid and ice cloud particles. The Doppler signal from aerosols comes mainly from the PBL
and to some extent from the FT. The quality and availability of the data thus depend on the
presence, concentration, type and size distribution of these aerosol and cloud particles. The PBL
is the layer with the highest concentration of aerosols and is often topped by the cloud base,
thus the DWL provides reliable wind speed and wind direction measurements through the PBL.
When cirrus clouds are present or when aerosol layers are advected above the PBL, the DWL
can measure at altitudes well above the PBLH, e.g. the FT and the UTLS. Its performance and
data quality do not depend on the time of the day. The main atmospheric parameters affecting
the quality and availability of wind speed and wind direction measurements are the targets’
concentrations and the relative humidities within the backscatter volume.

WindLidar1:
Figure 10.30 shows that for the wind speed and the wind direction the standard deviation
dominates the ratio ¢ ./0(8)c.c at the exception of the nighttime UTLS. However, as it is
shown in Table 10.6, the data availability of the DWL decreases abruptly above 1.5 km, so
the FT and UTLS statistics are based on a much smaller data sample than in the PBL. On the
contrary, the wind vector is characterised by the ratio éc /o ()¢, > 1 for all the atmospheric
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layers and time categories.

WindLidar2: Figure 10.31 shows an almost identical pattern as in Figure 10.30 at the exception
of the nighttime wind speed in the UTLS where the bias dominates the ratio.

10.2.3.3 A¢ r,0c.c,0(0)c.c diagrams: Radar Wind Profiler (RWP)

The RWP has very stable performances through all types of weather and different time of the day.
Thus, the Instrument Optimal Vertical Range (IOVR) of the RWP does not change for different
flight categories C and different weather conditions. When comparing the high-mode RWP with
the CWS, no data can be used in the PBL, as the lowest range point is at 5500 m. In low-mode,
the daytime data of the RWP can be used for comparison with the CWS in the PBL layer 500-
1270 m (lowest range point = 500 m, PBLH4,, = 1270m AMSL). On the contrary, no nighttime
data from the low-mode RWP can be used for comparison with the CWS in the PBL as PBLH, ;41 =
350 m AMSL.

WindProfiler High-mode:
Figure 10.32 shows a very similar pattern as for the DWL with the standard deviation that
dominates the ratio éc /o (0)c.. for the wind speed and direction at all £ and for all £. The
situation is reversed for the wind vector, where the ratio is dominated by the bias. The A¢
values show very close values for the wind speed, direction and vector over day and night.

WindProfiler Low-Mode: The low-mode daytime values of the ratio éc »/o(8)c.c in the PBL are
comparable with the daytime values of the DWL. The A¢ . values for the wind vector in the
UTLS are slightly smaller than those of the high-mode RWP.
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11 DISCUSSION

11.1 RADIOSONDES

11.1.1 Fitness-for-purpose with respect to OSCAR

Assessing the performance of radiosondes with respect to the OSCAR requirement uncertainty
criterion (ORUC) values listed in Table 9.2 implies the computation of the effective confidence level
kesr, following Equation (9.6) and Terminology 3, using the measured values of ORUC assessment
function A¢ . reported in Section 10.1.5. The results are presented in Tables 11.1 to 11.4, where
each Table corresponds to one OSCAR application area. Values that are statistically significant
are shown in peach or blue; those that are not (at the 20 level, following Equation (9.5)) are in
grey. For cases in the latter category, the radiosonde performance is sufficiently close to a given
ORUC value -or the associated uncertainty resulting from the UAII 2022 field campaign flights
is sufficiently large— that one cannot state (with sufficient statistical confidence) whether or not
the radiosonde is actually fit-for-purpose.

Although we rely on the OSCAR criteria from the WMO to assess the fitness-for-purpose of ra-
diosondes in this analysis, we stress that readers interested in using their own set of performance
criteria —different from those given in Table 9.2- can do so easily using Equation (9.6) and the
measured Ac . values reported in Table 10.3 to 10.5 to perform their own fitness-for-purpose
assessment.

It is paramount to remember that the values quoted in Tables 11.1 to 11.4 indicate
the statistical confidence of the sonde performances observed during the UAII 2022
field campaign: they do not describe how close a given sonde stands from being (un-
)fit-for-purpose in terms of its actual performance. Answering this latter question requires
A) a direct comparison of the A¢ . values quoted in Tables 10.3 to 10.5 against the ORUC val-
ues in Table 9.2, and B) an analysis of the underlying systematic and random measurement
errors (dc.c and o(d)c..; see Section 10.1.5.2 and Appendix J.2 for details). On a sonde-by-
sonde and variable-by-variable basis, this is best performed by means of the results presented
in Section 10.1 and in particular:

1. the Figures 10.3 to 10.12, as well as,
2. the A¢ . diagrams presented in Appendix L, and

3. the Figures 11.1 to 11.3 which provide a combined view of the high-resolution A¢ 100m profiles
for the day and night categories C, for all the participating radiosondes, for the atmospheric
temperature, relative humidity, and wind (horizontal) vector variables.

Similar diagrams for the other geophysical variables considered in this analysis are provided in
Appendix M for completeness.
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Table 11.1: Performance assessment of the radiosondes that participated in the UAII 2022 field campaign, with respect to the WMO’s ORUC
Threshold (07), Breakthrough (67) and Goal (6%) values for the Aeronautical Meteorology application area (extracted on 2023-05-31; see
Section 9.3.1). The value of ke, defined in Equation (9.6), is shown where an ORUC value exists (see Table 9.2) and —6 < kes < +6. The
symbols 1 and | indicate that ke > +6 and ke < —6, respectively. The colour of each cell provides a visual cue regarding the performance of
a given sonde with respect to a given criterion: peach = fit-for-purpose = ke > +2; blue = not fit-for-purpose = ke < —2; grey = uncertain
= —2 < keir < +2 (see Section 9.3.2). No performance assessment is made in the PBL for the wind (horizontal) vector (tagged with x), as several
profiles were likely affected by the UAII campaign setup in this atmospheric layer (see Section 8.2.5).
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Table 11.2: Same as table 11.1, but for the Nowcasting / Very Short-Range Forecasting application area.

Atmospheric temperature

Relative humidity

Wind (horizontal) vector
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Table 11.3: Same as table 11.1, but for the Global Numerical Weather Prediction and Real-time Monitoring application area.

Atmospheric temperature

Relative humidity

Wind (horizontal) vector

or oB e% or oB % oT oB oc
o 9 9 I 9 9 o Be o I Yo | o BT S o BT S o )
& p 5 2 2 £ 5 2 & k£ & =2 & p 52 B £ 52 & k£ 52|8 5 2 2 g 5 2 & g §5 2
T T T +3.7 1 T +4.5 EEEE) 1 1 X T T X T T T X 4 4 1
ATMS-3710
Night 1+ T +3.7 +3.7 T -5.7 L T L 1 T T T 4 4 L
Day + t t t 1+ t T 1t 458 1 ¢ Tt L D S
CF-06-AH
Night t+ t t+ + + t t t 1+ T 1 Tt Tt 1 Tt 1
Day t+ t t t 1t T T T 429 +24 +2.7 Tt Tt 1 T
DFM-17
Nigt t+ t t + + T t T 1 449 1 Tt Tt 1 *
Day T T T T T T T T T T T T T T T T T
GTH3
Night t+ t t + + Tt t t 425 1 1 Tt Tt 1 U
) Day t+ t t t+ t+ t t t 1t 1 +3-0- Tt Tt 1 Tt 1
iMet-54
Night t+ t t t+ 1+ T T 1t 1 1 441 Tt L U
X Day T T T T T T T T T T T T T T T T T T T
iMS-100
Night 4+ ¢+ 1t 1 N N T 452 451 O N N
Day 1t * * * T t + t T +49 1 t t * t * + * +
M20
Night 4+ ¢+t T N N T 450 T O N N
Day t 1+ t 1 Tt 433 ¢ D O L
PS-B3
Night =~ ¢ * t + T * * * T T T T T T t +
Day T T T T T T T T T T T T T T T T T T T
RS41
Night ¢ * T * T T * * * * * T T t T T T t t
Day T T T T T T T T - T T T T T T T
WxR-301D
Night ¢ + T T + T T T +3.5 +4.2 +4.2 T T T T T

S3IIWO0IJLNO Al 1dvd



€6T

Table 11.4: Same as table 11.1, but for the Atmospheric Climate Forecasting and Monitoring application area.

Atmospheric temperature Relative humidity Wind (horizontal) vector
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PART IV. OUTCOMES

11.1.1.1 Atmospheric temperature

With one exception (the ATMS-3710 sonde, for nighttime measurements), all the systems meet
all the Breakthrough OSCAR requirements for atmospheric temperature measurements in the

application areas of “"Aeronautical Meteorology”, "Nowcasting/Very Short-Range Forecasting”, and
“Global Numerical Weather Prediction and Real-time Monitoring”.

The situation is less clear for the demanding application area “"Atmospheric Climate Forecasting
and Monitoring”, for which not all systems meet the Breakthrough level requirements (either
fully, or partially). Performance is systematically worse for daytime measurements: a direct
consequence of the impact of solar radiation —and its required correction- on temperature mea-
surements. The influence of solar radiation was already observed in the twin sounding flight anal-
ysis in Section 10.1.6. This daytime-nighttime difference in the radiosondes performance (for the
temperature) is clearly visible at the Goal level of this application area, where the vast majority of
radiosondes fail to meet the requirements for daytime measurements. The daytime performance
of radiosondes, for atmospheric temperature measurements, is also (comparatively) worse at
higher altitudes (see Figure 11.1), where the importance of radiation correction is stronger.

The CF-06-AH sonde is the only model found to meet a (single) Goal performance criterion, for
nighttime atmospheric temperature measurements in the “Atmospheric Climate Forecasting and
Monitoring” application area (specifically, in the UTLS). The other systems either do not meet
the requirements in this category, or have a performance located within 20 of the corresponding
ORUC value, which prevents a sufficiently confident statistical assessment. It is worth noting that
the CF-06-AH sonde is found to be fit-for-purpose with respect to the OSCAR Goal value in the
UTLS thanks to the absence of a measurement bias in its nighttime measurements of atmospheric
temperature (in this layer; see Figure L.16 and Section 10.1.5.2).

We also note that four radiosondes (GTH3, iMS-100, PS-B3, and WxR-301D) are found to have
their nighttime temperature (cold) measurement bias § increase noticeably above 25 km to 27 km
(see Figure 11.1). Measuring colder-than-ambient temperatures at these altitudes is suggestive
of an imperfect correction of the radiative (infrared) cooling of the sonde, the importance of which
grows with decreasing atmospheric pressure.

11.1.1.2 Relative humidity

Meeting the ORUC criteria for relative humidity measurements is clearly a challenge for all ra-
diosonde systems. Only 5 sondes meet the Breakthrough ORUC values (for both the daytime
and nighttime categories) for the “Aeronautical Meteorology” application area, with a statistical
certainty of at least 20. This number decreases to 3 and 2 (respectively) for the application
areas “"Nowcasting / Very Short-Range Forecasting” and “Global Numerical Weather Prediction
and Real-time Monitoring”. The situation is only marginally better if one considers the FT alone:
5 sondes meet the ORUC values at the 20 level for this layer in the “"Nowcasting / Very Short-
range Forecasting” application area, while 3 do so for the “Global Numerical Weather Prediction
and Real-time Monitoring” application area.

The ORUC values associated with the “"Atmospheric Climate Forecasting and Monitoring” applica-
tion area (see Section 9.3.1.2) appear particularly challenging, with all but one system failing to
meet even the Threshold level with a statistical confidence level of 2¢.

It is well known that measuring relative humidity with radiosondes can be challenging when
flying in and out of clouds (see Section 10.1.8). However, it is important to remember that the
most “intense” cloud exits experienced by radiosondes during the UAII 2022 field campaign, for
which the reference GDP profiles are no longer in statistical agreement with one another, are not
included in the statistical analysis leading to the Tables 11.1 to 11.4 (see Section 9.2). The fact
that (nearly) all radiosondes still fail to meet the Threshold level for the relative humidity ORUC
values of the “"Atmospheric Climate Forecasting and Monitoring” application area (0.5 %RH in the
PBL and FT at the 1o level, 1.0 %RH in the UTLS) with this selection is thus a clear indication that
these are genuinely challenging levels to reach in terms of measurement errors.
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CHAPTER 11. DISCUSSION
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