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ABSTRACT

A new method to estimate radiosonde temperature biases using radio occultation measurements as a

reference has been developed. The bias is estimated as the difference between mean radio occultation and

mean radiosonde departures from collocated profiles extracted from theMet Office global numerical weather

prediction (NWP) system. Using NWP background profiles reduces the impact of spatial and temporal col-

location errors. The use of NWP output also permits determination of the lowest level at which the atmo-

sphere is sufficiently dry to analyze radio occultation dry temperature retrievals. The authors demonstrate the

advantages of using a new tangent linear version of the dry temperature retrieval algorithm to propagate

bending angle departures to dry temperature departures. This reduces the influence of a priori assumptions

compared to a nonlinear retrieval. Radiosonde temperature biases, which depend on altitude and the solar

elevation angle, are presented for five carefully chosen upper-air sites and show strong intersite differences,

with biases exceeding 2K at one of the sites. If implemented in NWP models to correct radiosonde tem-

perature biases prior to assimilation, this method could aid the need for consistent anchor measurements in

the assimilation system. Themethod presented here is therefore relevant to NWP centers, and the results will

be of interest to the radiosonde community by providing site-specific temperature bias profiles. The new

tangent linear version of the linear Abel transform and the hydrostatic integration are described in the in-

terests of the radio occultation community.

1. Introduction

For decades, radiosonde (RS) profiles have been as-

similated into numerical weather prediction (NWP)

systems, and since 2006, radio occultation (RO) data

have been assimilated, demonstrating a positive impact

on weather forecasts (see Healy 2008a; Poli et al. 2010;

Rennie 2010b). However, the impact of the high-quality

RO data may be limited by opposing biases between the

observation types. Furthermore, local and regional

variations in RS temperature biases have the potential

to cause false horizontal temperature gradients in NWP

analyses, which would lead to spurious features in the

wind field. Satellite radiance measurements require bias

corrections when assimilated into NWP models, and

these corrections are computed relative to the model

background or analysis, either statically (Eyre 1992;

Harris and Kelly 2001) or via variational methods

(Derber and Wu 1998; Dee 2004; Auligné et al. 2007).

This can only be done consistently if sufficient ‘‘anchor’’

measurements are present in the assimilation system.
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Among these, RO and RS are key contributors, and

therefore, ensuring consistency between the bias char-

acteristics of these observation types is important for the

stability of the assimilation systems.

This study describes a method to calculate the RS

temperature bias correction on a station-by-station basis

using high-quality RO profiles (see, e.g., Anthes 2011)

as a reference. A forecast impact study using themethod

described here to correct the RS temperature biases

prior to assimilation into anNWP system is planned, and

the results will be published separately.

The RO variable used here is the bending angle (BA)

as a function of the impact parameter (native RO co-

ordinate), but some assumptions (see section 3) allow

the retrieval of a dry temperature (Tdry) profile, which

is a valid approximation of the physical temperature

when water vapor effects are negligible. In contrast to

other studies (see, e.g., He et al. 2009; Sun et al. 2010,

2013; Ladstädter et al. 2015), which analyze the differ-

ence between RS and RO profiles based on spatial and

temporal collocations, here, short-range global forecast

(i.e., background) fields from the Met Office global

NWP system (Davies et al. 2005; Rawlins et al. 2007) are

used as a transfer medium; we calculate the background

departures [observation minus model background

(O-B)] for RO and RS, respectively, and compare the

mean departures of the two observation types. The BA

background fields are computed from the model fields

using the forward model described in Healy and

Thépaut (2006) and Burrows et al. (2014). The method

applied here has three advantages: (i) compared to di-

rect observation-to-observation collocations, the influ-

ence of differences in time and space is minimized, since

every measurement (both RO and RS) has a collocated

model background profile; that is, the model is in-

terpolated to the position and time of each measure-

ment; (ii) the lowest level at which themodel humidity is

negligible can be determined for each RO profile, which

enables the use of the retrieved Tdry departures as low

in the atmosphere as is reasonable; and (iii) a tangent

linear (TL) retrieval can be used. The knowledge of

atmospheric humidity facilitates the investigation of

the RS bias using Tdry from 10 hPa to a location-

dependent pressure level of about 100 hPa in the

tropics and 300–400 hPa in the high latitudes (see also

Ladstädter et al. 2015). The bias calculated at the

lowest altitudes might, however, not be representative

for all atmospheric conditions, as it is calculated from a

subset of RO profiles that are sampled in especially dry

conditions. To avoid including a priori knowledge

about the humidity in the RO retrieval chain, we cal-

culate the bias corrections only at altitudes for which

water vapor effects are negligible. For operational use

in NWP systems, a gradual transition of the bias cor-

rections below this altitude must be applied (see

Tradowsky 2016) to avoid discontinuities in the as-

similated temperature profiles. As the radiosonde bias

tends to be largest in the stratosphere, we expect this

approach to be reasonable. In contrast, for example,

Sun et al. (2013) use Tdry down to 150 hPa globally and

wet temperature retrievals, which include a priori

knowledge from the National Centers for Environ-

mental Prediction (NCEP) 12-h forecasts farther down

in the atmosphere.

This paper is based on the results of the Radio Oc-

cultation Meteorology Satellite Application Facility

(ROM SAF) visiting scientist projects number 26 [see

Tradowsky (2015) for more details on the method] and

number 31 [see Tradowsky (2016) for details on the

preparation of the forecast impact study and on the

structural uncertainty].

2. Observational data and the NWP system

a. Radiosonde data

More than 800 upper-air sites launch RSs on weather

balloons to measure vertical profiles of temperature,

humidity, and, depending on the RS type, pressure.

Many manufacturers correct, among other things, the

radiation bias in the RS temperature and humidity

profiles before the data are released. Even after this

correction, the temperature profiles can have substantial

biases that vary with the solar elevation angle (SEA) but

also depend on the postflight processing applied at the

ground station. The RS temperature bias is commonly

calculated per sonde type (see, e.g., He et al. 2009; Sun

et al. 2010, 2013), though Milan and Haimberger (2015)

found variations of the temperature bias for stations

launching the same sonde type, supporting our approach

to calculate the bias separately for each station. A

thorough evaluation of sources of biases in RS mea-

surements can be found in Dirksen et al. (2014). Here,

we provide a method to correct the remaining temper-

ature bias prior to assimilation into NWPmodels. A bias

correction is calculated for most (for technical reasons,

not all) land-based RS launch sites that regularly dis-

seminated operational data in 2014. The results for five

example sites (see Table 1) comprising different climate

regimes are analyzed here.

The temperature bias is calculated at those standard

pressure levels of RS profiles submitted in the alpha-

numeric ‘‘TEMP’’ (Ingleby and Edwards 2015) format

(i.e., 1000, 925, 850, 700, 500, 400, 300, 250, 200, 150, 100,

70, 50, 30, 20, and 10hPa) that have negligible humidity.

In the Met Office NWP system, TEMP profiles have a
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cold bias of 20.05K that is caused by the conversion

from degreeCelsius to kelvins (see Ingleby andEdwards

2015). In addition, the encoding/decoding of the RS

profiles in TEMP format can cause an offset, for

example, 20.095K for the RS92 with DigiCORA III

processing (see Ingleby and Edwards 2015), leading to a

combined bias of almost 20.15K in the RS92 temper-

ature data within the Met Office NWP system.

In this study, only those RS profiles that passed the

operational quality control of the Met Office observa-

tion processing system in 2014 are analyzed. Outliers in

the RS dataset are rejected based on the median abso-

lute deviation (MAD). To calculate the MAD, first, the

RS departures for all profiles at one upper-air site are

calculated. Then, the absolute deviation is calculated by

subtracting the median of all RS O-Bs from each RS

departure profile. The median value of the absolute

deviation at one standard pressure level is the MAD for

the given level. Based on Leys et al. (2013), a moderately

conservative threshold of 2.5 is chosen to reject outliers,

such that the RS temperature at a certain level is re-

jected if an RS O-B is more than 2.53MAD away from

the median of all RS departures at that level. While

mean and standard deviation (SD) are especially sensi-

tive to outliers and are therefore problematic for their

detection, theMADpresents a robust measure to reveal

outliers.

b. Radio occultation data

The signal transmitted by the Global Navigation

Satellite System (GNSS) at about 20 000-km altitude is

received by a low-Earth-orbit (LEO) satellite. The

measurements are made during the radio occultation

event, that is, when theGNSS satellite rises above or sets

behind the horizon. In this configuration, the signal

passes through the limb of the atmosphere, where it is

bent and delayed before it is received by the LEO sat-

ellite. The measured phase shift of the received signal

allows the retrieval of atmospheric variables, mainly

temperature and pressure, and given additional a priori

knowledge about the atmospheric state, water vapor.

Since the temperature and pressure values are retrieved

assuming that water vapor is negligible, these quantities

are often referred to as Tdry and dry pressure, re-

spectively, by the RO community. A description of the

RO technique can be found in Kursinski et al. (1997,

2000). Since the RO measurement is based on precise

timing available from atomic clocks, it offers the possi-

bility to be traceable to the international system of units

[Système International d’Unitès (SI)] standard of time

(Leroy et al. 2006). This ensures the long-term stability

of ROdata andmakes them valuable for climate studies.

In contrast to other remote sensing techniques, RO

measurements are nearly independent of rain and

clouds, and the profiles are retrieved from the higher

atmosphere down into the boundary layer, with a ver-

tical resolution of 0.1–1 km and a horizontal resolution

of 100–300 km around the tangent point [see Fig. 3 in

Anthes (2011)]. As the noise in the RO profile increases

at high altitudes, the measured BA profile is usually

merged with a climatological BA profile using statistical

optimization in order to retrieve refractivity. This is

applied above a certain altitude, for example, above

40 km in Healy (2001). Thus, the influence of the RO

measurement in the retrieval of refractivity and tem-

perature decreases with altitude, while the influence of

the climatology increases.

This study uses the near-real-time BA data of the

U.S.–Taiwanese Constellation Observing System for Me-

teorology, Ionosphere and Climate–Formosa Satellite

Mission 3 (COSMIC–FORMOSAT-3, hereinafter

COSMIC; see, e.g., Anthes et al. 2008). The profiles

from both rising and setting occultations are used, as the

influence of separating them becomes negligible given an

appropriate sample size (see Tradowsky 2015). In a

preprocessing step prior to assimilation into the Met

Office global data assimilation system, the BA profiles

are assessed for their quality. Central to this procedure

is a one-dimensional variational (1D-Var) algorithm

that uses collocated model background information to

obtain an optimal solution for each observation profile.

Complete profiles are flagged for rejection if (i) the 1D-

Var assimilation fails to converge within 20 iterations;

(ii) the initial cost function over all levels is greater than

2.5; or (iii) the final cost function over all levels, that is, at

convergence, is greater than 2.0. The values in the

TABLE 1. Country, latitude, longitude, World Meteorological Organization (WMO) station identifier (ID), and RS/radar type for the

example upper-air sites analyzed in this study. The RS type ‘‘unknown, not specified’’ actually includes three Russian RS types, namely,

I-2012, MRZ-3MK, and AK2m (B. Ingleby 2015, personal communication).

Country Lat Lon ID RS/radar type

Germany 52.228 14.128 10393 Vaisala RS92

Russia (west) 69.358 88.278 23078 AVK-AK2–02, MARL-A/Vektor-M AK2–02, MARL-A/Vector-M-BAR

Russia (east) 59.558 150.788 25913 MARL-A/Vektor-M AK2–02, AVK-BAR, MARL-A/Vector-M-BAR, unknown

Indonesia 21.188 136.128 97560 Meisei

Antarctica 269.08 39.588 89532 Meisei
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(conservative) rejection criteria and the number of it-

erations required were chosen based on experience.

Approximately 10% of the RO profiles are rejected.

Furthermore, BAs are rejected on a level-by-level basis

if the absolute value of the observation minus the 1D-

Var solution is greater than the assumed observation

error multiplied by 5.

THE RO TEMPERATURE NULL SPACE

It should be emphasized that RO is not a direct mea-

surement of temperature, and some a priori information is

required to make a temperature retrieval well posed. The

need for a priori information implies that there is a RO

measurement ‘‘null space,’’ meaning there are some at-

mospheric profile perturbations that do not affect the

measured values. Conversely, information about these

perturbations cannot be retrieved directly from the mea-

surement alone (see Rodgers 2000, their section 2.2.1).

ROmeasurements in the dry atmosphere are sensitive

to density r as a function of altitude h. The density,

however, is proportional to the quotient of pressure and

temperature (r } P/T). Therefore, a priori information

is needed to split into the influence caused by T(h) and

P(h).

As a consequence, temperature perturbations DT for

which the amplitude grows exponentially with the den-

sity scale height (H 5 RT/g) as

DT(h)5 k exp(h/H) , (1)

where k is a constant small perturbation, are difficult to

detect with RO.

For example, assume two altitude levels h1 (lower) and

h2 (upper) separated by Dh with a temperature variation

T(h) between the two levels. Perturbing the temperature

based onEq. (1) leads to increased temperature at h2 and,

therefore, the thickness of the layer increases, which leads

to an increase of the pressure at level h2. Thus, while

P(h2) and T(h2) are changing, the ratio P(h2)/T(h2) stays

approximately constant, and thus, the density as a func-

tion of altitude is not significantly affected.

This temperature null space is a fundamental limita-

tion of the RO technique and is distinct from the ex-

ponentially decreasing influence of the top-level

pressure (see, e.g., Kursinski et al. 1997), which is cal-

culated from an a priori temperature and the refractivity

using Eq. (9).

Temperature perturbations that grow exponentially

based on Eq. (1) quickly produce unphysical temperature

values on altitude levels. However, more subtle pertur-

bation patterns—partly composed of this exponential

growth—remain potentially problematic. For example,

the temperature bias highlighted by Steiner et al. (1999,

see their Fig. 8b), produced by perturbing the a priori

information used in their geophysical retrieval, is in the

RO measurement null space.

Because of this RO null space, the technique pre-

sented here will only be able to estimate the contribu-

tion to the RS biases that the BA observations can

determine uniquely. However, the assimilation of RO in

NWP systems (Healy 2008b) and reanalysis (Poli et al.

2010; Simmons et al. 2014; Kobayashi et al. 2015) is seen

to anchor the temperatures at around 100 hPa, which is

an indication that RO is able to provide useful bias in-

formation at these levels.

c. NWP system

In this study, the Met Office global NWP system

provides the model backgrounds for the RO and RS

profiles. Using model fields as transfer medium re-

duces differences that would be caused by imperfect

collocations.

During the investigated year, 2014, the model was due

for an update of the dynamical core from the version

described inDavies et al. (2005) to a version described in

Walters et al. (2014). As a result, the resolution changed

on 15 July from N512L70 to N768L70. This corresponds

to a decrease in the grid length from about 25 km in

midlatitudes to about 17 km. Also, the time step de-

creased from 10 to 7.5min.

3. Method

The RS temperature bias corrections are calculated

on a station-by-station basis, giving a vertical bias cor-

rection profile for each of the 762 studied sites (‘‘site’’

and ‘‘station’’ are used synonymously). In this paper, a

carefully chosen subset of five sites comprising different

climate regimes and different sonde types is presented.

The results for all sites are available as supplementary

material to Tradowsky (2015). The bias correction pro-

files extend from 10 to at least 100hPa and, for most of

the nontropical stations, considerably lower into the

atmosphere. The lower boundary is determined by the

humidity in the background profile as described in sec-

tion 3c. Since the bias corrections at the lowest levels are

calculated from a subset of RO profiles sampled in es-

pecially dry air masses, these bias corrections might not

be representative for all atmospheric conditions.

For each upper-air site, the RO BA profiles within

500 km of the site are selected, and the following are

calculated: (i) the mean RO BA profile, (ii) the mean

NWP background BA profile, and (iii) the mean BA

departure (observation minus background) profile.

Thus, instead of using only those RS and RO profiles

that are closely collocated in time and space, all
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occultations within 500km of the site and all RSs

launched at the site, independent of the sonde type, are

analyzed. Increasing the vicinity radius has only a minor

influence on the departure statistics [radii between 300

and 2000kmhave been studied in Tradowsky (2015); see

also Sun et al. (2010)]. There is only a slight tendency to

increase the SD as the radius is increased. A radius of

500km is therefore used to obtain a sufficient sample

size while keeping the SD low.

The RS temperature biases depend on the solar ele-

vation, as can be seen in, for example, Philipona et al.

(2013), Sun et al. (2013), and Dirksen et al. (2014), and

mean ROTdry departures also show a slight dependence

on the SEA, as can be seen in Tradowsky (2015). The

small influence of solar elevation on RO BAs, which is

caused by the ionosphere, propagates through to re-

fractivity and temperature in the retrieval chain, as de-

scribed by Healy and Culverwell (2015). Therefore, both

datasets are divided into four SEA ranges, that is, high

(SEA. 22.58), low (7.58 , SEA, 22.58), dusk (27.58 ,
SEA, 7.58), and night (SEA,27.58). RSs are typically

launched at 0000 and 1200 UTC (at some stations, also

0600 and 1800UTC), and the SEAat these times depends

on geographic location and time of the year. Thus, for a

given site, the separation by SEA may include preferen-

tial sampling for particular seasons.

To estimate biases in RS temperature profiles, the

mean BA departure profile is propagated to a Tdry de-

parture profile. First, the linearAbel transform is used to

obtain inferred refractivity departures (see section 3a),

and then, the hydrostatic integration of the refractivities

gives Tdry departures as described in section 3b.

The RS temperature bias correction is calculated as

the difference between the mean RO Tdry departures

and the mean RS temperature departures, that is,

O
RO

2O
RS

’ O
RO

2B
RO

2O
RS

2B
RS

, (2)

where O is the observation and B is the background,

forward modeled into observation space. The ’ denotes

that the assumption has beenmade thatBRO andBRS are

equally representative of the true values at the RO and

RS locations, respectively (i.e., the central assumption is

that theNWP forecast bias does not vary between theRO

and RS locations). This is a more robust assumption

compared to direct collocations between measurements,

which are made assuming that the atmosphere does not

vary over the separation distance. A similar double-

differencing approach is used by Haimberger et al.

(2012) to homogenize radiosonde temperature records.

In this investigation, a new TL Tdry retrieval, which

calculates the Tdry departures from BA departures, is

used. This retrieval is described here for the first time in

the peer-reviewed literature, though it is based on the

linear calculations developed in Syndergaard (1999),

who originally proposed them to assess error propaga-

tion in the retrieval chain. The TL retrieval makes it

possible to estimate the Tdry departures implied by any

subset of BA departures. Here, the BA departures up to

an impact height of 35 km are used as this is the altitude

range of RSs. The BA departures above this height are

set to zero. In practice, this enables us to reduce the

influence of a priori information on our results. More

detail about the retrieval can be found in Tradowsky

(2015). Up to now, all Tdry retrievals use a combination

of RO BA and a climatological/model BA at altitudes

above 30–40km (Ho et al. 2012, their Table 1) to mini-

mize the effect of increasing noise in high-altitude RO

BAs. Usually, this is done with ‘‘statistical optimiza-

tion,’’ which blends RO and climatological BAs, de-

creasing the weight of the RO BAs with increasing

altitude. Depending on the processing center, different

high-level initializations are applied, as it is described in

Ho et al. (2012, their appendix A). Thus, no consensus

about how best to initialize upper-level BAs exists in the

community, but the spread between the different re-

trievals can be used to estimate the structural un-

certainty (e.g., Ho et al. 2012; Steiner et al. 2013). The

influence of the statistically optimized upper-level BAs

propagates down into lower levels when refractivity and

Tdry are retrieved. Thus, the whole retrieval depends on

the climatological BA profile chosen by the processing

center [see estimate of differences in, e.g., Ho et al.

(2012) and Steiner et al. (2013)], although the influence

of climatology decreases with decreasing altitude. The

method proposed here eliminates the use of a climato-

logical BA profile by using a cutoff of the BA departures

above an impact height of 35 km as described in section

3d, which can be seen as an extreme case of the statistical

optimization. As noted above, this altitude range is

also a better match to the altitudes sampled by RSs.

a. (Tangent) linear Abel transform

BA profiles are retrieved from the measured phase

shift of the GNSS signal, assuming local spherical sym-

metry of the atmospheric refractive index (see Kursinski

et al. 2000). Under this assumption, the relation between

the BA, a, and the refractive index, n as a function of

tangent radius r, is described by the Abel transform

(Fjeldbo et al. 1971):

n(r)5 exp

�
1

p

ð‘
x

a(a)ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 2 x2

p da

�
, (3)

where x 5 nr equals the impact parameter a for the ray

with tangent radius r. The impact parameter for a given
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ray represents the distance of closest approach of the

undeflected part of the ray from the local center of

curvature of Earth at the position of the ray tangent

point [see, e.g., Fig. 1 in Kursinski et al. (2000) for oc-

cultation geometry].

For convenience, the refractivity N is defined as

N 5 106(n21). Assuming linear variation of the BA

between successive observation levels, Syndergaard

(1999) linearized Eq. (3), giving the refractivity as a

function of the tangent radius, which is implicitly re-

lated to the refractive index as r 5 a/n(r),

N(r)’
106

p

ð‘
x

a(a)ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 2 x2

p da . (4)

Discretizing Eq. (4) [see appendix A in Syndergaard

(1999)] gives

N5Aa , (5)

with A [see Eq. (3.33) in Syndergaard (1999)] being an

m 3 m triangular matrix, where m is the dimension of

the profile.

A priori information is required to solve the Abel

transform, as the upper limit of the integral is infinity,

but the BAs are only available up to ’60 km. Within

this project, for each profile, the BA value at the

highest level and the mean NWP background temper-

ature at this level are used to initialize a (fairly arbi-

trary) extrapolation allowing the computation of the

Abel integral up to infinity (for details, see Burrows

and Healy 2016). The refractivity at the highest level is

then used (again, with the background temperature at

this level) to initialize the hydrostatic integral to obtain

Tdry at all levels below. As a consequence of these two

integrals, each retrieved value of Tdry contains in-

formation from every value of refractivity above, and

each of these refractivity values contains information

from the BA at the respective level and above, in-

cluding the uppermost BA value and those extrapo-

lated values defined by the uppermost BA. There is,

therefore, considerable sensitivity of Tdry to the

highest level of the BA profile. To minimize the influ-

ence of a priori, TL calculations as described below are

used here.

As long as the departure from the linearization state

is small, the linear approximation of a nonlinear func-

tion provides a good approximation of the function for

small perturbations. TL models are used extensively in

data assimilation systems (Hoffman et al. 1992), for

example, to estimate the development of the atmo-

spheric state at short time scales, as well as in obser-

vation operators. To build the TL retrieval code, the

partial derivative of each equation is calculated in

sequence.

In this study, observed and NWP background BAs are

closely collocated, as the model is interpolated to the

measurement position and time, and, therefore, are

sufficiently similar to consider the matrix A to be equal

for RO and model BA. Hence, the matrix A can also be

used to propagate BA departures, since N2 2 N1 ’
Aa2 2 Aa1 5 A(a2 2 a1) This TL version of the Abel

transform, where the BA departures da are used to

calculate the refractivity departures dN, can be ex-

pressed in the same notation as Eq. (5):

dN5Ada . (6)

The TL Abel transform, together with the TL version of

the Tdry calculation, is used throughout this paper un-

less stated otherwise.

b. Tdry calculation

The relation between refractivity N, temperature T,

pressure P, and water vapor pressure Pw is described in

the Smith–Weintraub equation (Smith and Weintraub

1953):

N5 c
1

P

T
1 c

2

P
w

T2
, (7)

where c1 5 77.6KhPa21 and c1 5 3.73 3 105K2 hPa21

are empirical constants.

To compute the pressure from the refractivity

assuming a dry atmosphere, the hydrostatic equation is

integrated using a gravitational acceleration g that var-

ies with latitude and altitude. With the ideal gas law and

assuming the refractivity varies exponentially with the

geopotential height z, the contribution to the pressure

from each discrete layer can be calculated as (for details,

see Tradowsky 2015)

DP5
g

Rc
1

N
i
2N

i11

ln(N
i
/N

i11
)
(z

i11
2 z

i
) , (8)

where R is the specific gas constant. The calculation of

the pressure at each impact height level [impact height

IH is the native coordinate for BAs and is related to the

geometric height (altitude) h via IH ’ h 1 6.3 3 N(h);

see Healy et al. 2007] is initiated at the highest level,

which requires a priori knowledge about the tempera-

ture at this level. The a priori temperature used here is a

mean value of the NWP background temperature at

59.06 km geopotential height, which is closest to the

highest impact height level. The average includes

background temperatures at 59.06 km for all those pro-

files that are used to calculate theROO-B at a given site.
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With this temperature, the top-level pressure is calcu-

lated as

P(z
top

)5
N(z

top
)T(z

top
)

c
1

. (9)

At altitudes where the water vapor contribution is

negligible, Tdry is calculated from the pressure and

Abel-derived refractivity with the dry term of Eq. (7) as

T
dry

(z)5 c
1

P(z)

N(z)
. (10)

A TL Tdry calculation, comprising the Abel transform,

the hydrostatic integration, and the Smith–Weintraub

equation, is used here to calculate the Tdry departures

(dTdry) and can be expressed with the linear Tdry op-

erator K and the BA departure as

dT5
›T

›a
da5Kda , (11)

where K is the matrix of partial derivatives of Tdry with

respect to the BA, assuming all a priori information

required in the retrieval is fixed.

A calculation with the original nonlinear equations is

done to provide linearization states, for the purpose of

comparison, and to study the performance of the Tdry

calculation (see appendix A).

c. Determining the lowest dry level

Since output from an NWPmodel is used as a transfer

medium, it is possible to determine the lowest level of

negligible humidity in the background fields separately

for each RO profile, enabling us to use the Tdry profile

as low in the atmosphere as is reasonable. The metric

used to determine the deviation of the Tdry from the

actual temperature is described in Scherllin-Pirscher

et al. (2011) as Tdry 2 T ’ 24/5 3 cq2T 3 q, where q is

the model specific humidity and cq2T 5 (c2/c1)/aw 5
7728. The quantity aw is the ratio of the dry air to water

vapor gas constants, and c1 and c2 are the constants from

Eq. (7). The level with lowest altitude above which the

difference in physical and dry temperature remains be-

low 0.09K is determined for each profile. This value is

chosen based on the suggestions in Scherllin-Pirscher

et al. (2011), and also Fig. A1 (and analogous figures for

different profiles, not shown here) supports this de-

cision, since the model temperature and the model Tdry

(computed from forward-modeled BAs) agree well in

the lower levels that satisfy the criterion.

The BA departure statistics are calculated using

BA values at all dry levels. If fewer than 10 dry

profiles contributed to these statistics, then no

subsequent analysis is performed as the averages may

be unreliable.

d. Upper cutoff criterion for BA departures

The GNSS-RO Tdry retrieval is an example of an

‘‘exact retrieval’’ (Rodgers 2000), because it does not

consider the impact of measurement noise and tries to fit

the measured values exactly, including the noise they

contain. As the noise in the RO BAs increases with al-

titude in the upper stratosphere and above, conventional

retrievals of refractivity, and hence Tdry, apply statisti-

cal optimization, which blends the ROBA profile with a

climatological BA profile, and the resulting profile is

smoother than the original observed profile (see ap-

pendix B for a brief description of statistical optimiza-

tion). Therefore, when statistical optimization is used in

the retrieval algorithm, the measured BAs contribute

less information to the retrieval at higher altitudes,

where the climatology dominates. As stated above, the

Abel transform and the hydrostatic integral both serve

to propagate BA information down through the whole

profile. Therefore, if statistical optimization is used, the

climatology will influence the resulting Tdry retrieval

even at levels below which the climatology has a finite

contribution. This is not desirable when estimating bia-

ses of RS, so here, we intend to use the ‘‘exact’’ Tdry

retrieval described above in a way that minimizes the

impact of noisy or biased data. Therefore, a linear ap-

proach is used, which makes it possible to restrict the

vertical range of BAs that contribute to the Tdry de-

partures and, furthermore, avoids the use of prior in-

formation. By setting the BAs to zero above 35km, the

method bears similarity to an extreme case of statistical

optimization where, in the BA departures, the observed

BA is replaced with the background values above 35km

(or, equivalently, both observation and background are

replaced by an independent climatology above this im-

pact height). Here, Tdry departures that have been cal-

culated from BA departures below 35km are analyzed,

which eliminates the influence of a priori assumptions and

model bias above this impact height. To calculate RS bias

corrections, we use a double-differencing approach,

which is valid under the assumption that the biases in

the model background profiles that are collocated with

the RS observations are the same as those collocated

with the RO observations. Therefore, it is important to

use model information in the same altitude range for

both observing systems. To reiterate, using the BA

departures up to an altitude far above the RS balloon

burst altitude would invalidate this central assumption,

because the impact of any model bias at these upper-

most levels would contribute to the Tdry depar-

tures below (see Fig. 1 and appendix B), while these
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high-level biases will not contribute to RS temperature

departures.

Burrows and Healy (2016, their Fig. 8) show how the

global Tdry departures for different cutoff impact heights

differwhenusing either theMetOffice or theECMWFBA

background fields, highlighting the importance of mini-

mizing any influence from the model, which will not be

removed by the double differencing. When no cutoff is

applied, the difference between the Tdry departures

is.1Kat 10hPa.TheBAdeparture statistics ofMetOffice

and ECMWF are very similar up to an impact height of

about 35km. This implies that the differences in the Tdry

departures are caused bymodelBAbiases of opposite sign

at higher altitudes (see Fig. 7 in Burrows and Healy 2016)

that are propagated down in the retrieval chain.

In Fig. 1, the TL Tdry departures for different cutoff

impact heights (including no cutoff) are compared with

Tdry departures calculated using BA profiles that are

blended with climatology (similar to statistical optimi-

zation). In addition, Fig. 1 shows the nonlinear Tdry

departures for the example site in western Russia.

Tradowsky (2015) shows similar figures (excluding the

statistical optimization) for all five example sites,

showing that the departures for most stations tend to

become more positive with increasing cutoff impact

height [Burrows and Healy (2016) show that this is

caused by the model background fields]. Note that the

similarity of the green line (no cutoff) and the dashed

black line (nonlinear) indicates the accuracy of the lin-

earization. A major impact on the Tdry departures re-

sults from setting solely the BA departure value at the

highest level to zero prior to the TL Tdry calculation (cf.

green and gray lines). This large sensitivity is an artifact

of using the RO BA value at the highest level to ex-

trapolate the observation vector to infinity. In appendix

B, this sensitivity is evaluated in detail by analyzing

covariance and Jacobian matrices.

The dash–dotted curves show Tdry departures calcu-

lated using model/RO BAs that are blended with a

smooth climatological BA (in this case, the background

profiles are used), with 50% weight on a priori in-

formation at 47km (red) and 32km (violet), respectively.

Conventional RO retrievals typically use statistical opti-

mization to smooth the profiles, and we aim to illustrate

what effect different implementations of statistical opti-

mization can have on the retrieval (see appendix B for a

description of the applied smoothing). When using 50% a

priori at 32km, the Tdry departures closely follow the line

for a cutoff of 35km (blue), with the biggest difference of

about 0.1K at the top level. Similarly, using 50% a priori

at 47km closely resembles a cutoff at 50km. Thus, setting

the BA departures above a certain altitude to zero gives

results similar to blending the RO and model BA profile

with climatology but does not require a priori information.

Like every assumption that is made in a retrieval,

reasonable variations in the choice of the upper cutoff

impact height contribute to the structural uncertainty.

This is analogous to the structural uncertainty related to

choosing a climatology/weighting to be used in the cal-

culation of statistically optimized BAs (see difference in

dash–dotted lines in Fig. 1). Ho et al. (2012) estimate the

structural uncertainty resulting from different process-

ing schemes as the differences and standard deviations

between individual centers and the intercenter mean.

For global ROTdry calculated fromdifferent processing

centers, Ho et al. (2012) find the mean differences to

be between 20.27 and 0.15K in an altitude range of

8–30km. To give an estimate of the structural uncertainty

caused by the choice of the cutoff impact height, the

range (largest minus smallest value) of the departures

calculated for cutoff impact heights between 35 and

55km is shown in Fig. 2. The black line is calculated from

’77000 globally distributed COSMIC-6 BA profiles

measured during 2014, while the other lines are calcu-

lated from all COSMIC BA profiles within 500km

around the respective upper-air site [the station identifier

(ID) is given in the legend]. In general, the structural

uncertainty increases with decreasing pressure. The

structural uncertainty of the global statistics is calculated

to estimate the typical behavior. It stays below 0.2K at

pressures above 50hPa and increases to about 0.47K at

10hPa. Our estimation of the global structural un-

certainty resulting from choosing an upper cutoff is thus

similar to the structural uncertainty resulting from

FIG. 1. Sensitivity of the mean Tdry departure to different upper

cutoff impact heights. The mean Tdry departure is calculated from

up to 842ROprofiles within a radius of 500 km around the example

site 23078 in western Russia. Also shown is the Tdry departure

calculated with the nonlinear retrieval (black dashed) and the Tdry

departures calculated using an approach similar to statistical op-

timization with 50% of the background BA used at 32 (purple

dash–dotted) and 47 km (red dash–dotted), respectively.
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different processing as presented in Ho et al. (2012). The

structural uncertainty is appreciably lower at the Russian

upper-air site with the station ID 25913 and appreciably

larger at the Indonesian site (ID 97560). Strong vertical

gradients, caused by gravity waves above this tropical site,

could explain the strong dependence on the cutoff im-

pact height, but also, the comparably small sample size

(#242 ROs, as compared with#1093 for site 25913) could

affect the results. Estimating the structural uncertainty is of

major importance for climate studies. For the purpose of

estimating RS biases, the spread of the departures between

35 and 55km might, however, be an overestimation of the

uncertainty, as a cutoff impact height of 55km would in-

validate the central assumption for the double-differencing

technique; that is, the model bias is constant over the sep-

aration distance (see also Burrows and Healy 2016).

In summary, the application of the cutoff at 35 km is

justified for two reasons: First, this reduces the effect

of noisy and arbitrarily extrapolated RO data from

the upper stratosphere and mesosphere that would

otherwise affect all calculated bias corrections. Second,

it avoids the influence of model biases above the RS

altitude range, which, if the cutoff was not applied,

would result in biased RO departures whose influence

would persist even after the double differencing.

4. Comparison of departure statistics for RS andRO

The RO Tdry departures interpolated to standard

pressure levels (blue), the RS temperature departures

(pink), and the bias corrections (green) are presented in

Figs. 3–7 for five example upper-air sites (see Table 1).

Since the RS and RO departure statistics depend on the

SEA, the bias and, hence, the bias correction profile (the

bias correction is shown in the plots, identical to the bias

but opposite sign) is calculated separately for high, low,

dusk, and night launches as defined in section 3. The

departure statistics and the bias corrections are dis-

played with error bars representing the associated

sampling uncertainty [standard error (SE) of the mean,

see Eqs. (B2) and (B3)], taking into account the sample

size (dashed blue and pink lines) and the SD of the

means. An estimate of the structural uncertainty, which is

not included in the error bars, is given in Fig. 2. The

horizontal cyan-colored line in Figs. 3–7 marks the high-

est standard pressure level (lowest altitude) where at least

95%of theROprofiles are used; that is, notmore than 5%

of the profiles are excluded because of atmospheric hu-

midity exceeding the threshold defined in section 3c or

because they failed the quality check. Below this altitude,

the bias corrections are not representative for all atmo-

spheric conditions at the respective site, as the selected

RO profiles are sampled in especially dry conditions. This

could lead to particular bias characteristics in the RO

departures, probably originating from the model, which

would invalidate our central assumption as no masking is

applied for RS. Thus, while the RO departures below the

horizontal cyan line in Figs. 3–7 are valid for certain at-

mospheric conditions, the resulting bias correction cannot

be used to correct all RS profiles for the site.

From the five example sites shown here, the RS tem-

perature bias correction is smallest at the German site

(Fig. 3; bias , 0.5K), which uses a Vaisala RS92 sonde,

and at the Antarctic station (Fig. 7; bias , 1K) using

Meisei sondes. At the German example site, we find a

small warm bias at 10 hPa for high SEAs. Also,

Ladstädter et al. (2015) found this warm bias, however,

with a stronger extent. Between ’200 and 30hPa, our

analysis shows a small negative RS bias, which is not

obvious in Ladstädter et al. (2015), who analyzed the

differences in RS and RO for the years 2002–13. The

differences in the results between this study and

Ladstädter et al. (2015) might be caused by the choice of

analyzed years, as the vendor correction in the RS92

profiles might have changed. Furthermore, as described

in section 2a, RS92 TEMP profiles are almost 0.15K too

cold in the Met Office global NWP system, which partly

explains the negative bias found in our analysis. Al-

though the Indonesian site (Fig. 6) launches Meisei

sondes like the Antarctic example site, the bias correc-

tions are larger, reaching about 1.3K. This indicates that

the RS bias does not depend solely on the RS type (see

alsoMilan andHaimberger 2015) but also on the station,

possibly related to varying ground station software,

different climate regimes [Sun et al. (2013) analyze the

RS bias for different latitude bands], and the season in

FIG. 2. Estimate of the structural uncertainty in Tdry departures

for five example stations and for the mean global Tdry departures

calculated from ’77 000 COSMIC-6 profiles. The structural un-

certainty is calculated as the range (largest departure 2 smallest

departure) of Tdry departures inferred from BA departures with

different upper impact height cutoffs between 35 and 55 km.
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which the profiles are sampled. This finding supports our

approach to calculate the bias correction on a station-

by-station basis rather than based on the RS type.

While the RS bias correction at the site in western

Russia (Fig. 4) stays below 0.7K for dusk and night and is

only larger at the lowest pressure level for high and low

SEAs, a larger bias correction is needed at the site in

easternRussia (Fig. 5). Here, the bias correction is largest

for dusk and night, reaching values up to about 2.5K.

Interestingly, the RS temperatures at many Russian sites

show cold biases, leading to a positive bias correction

being required for all SEAs and at most levels. This is in

contrast with the theoretically expected radiation bias,

that is, a warm bias during daytime and a cold bias during

nighttime. Our results, however, agree with the findings

by Rennie (2010a) for RSs tracked with the Russian

‘‘AVK’’ radar. The cold bias that prevails for all SEAs

could be caused by the correction of biases in the ground

system software. In general, the raw RS profiles are not

disseminated, but instead vendor-corrected profiles are

supplied for which the applied corrections are not always

traceable.

The temperature bias correction is calculated here on a

station-by-station basis, disregarding which type of

sonde/radar is used. This is a compromise made to

achieve a sufficient sample size for statistical significance.

Though itmay lead to problems in the operational use for

individual cases (e.g., if a Vaisala sonde would be

launched at a site with a bias correction of 12.5K), we

expect that applying the bias correction operationally will

improve the RS temperature profiles on average. The RS

bias corrections are calculated from the highest dry

standard pressure level (lowest altitude) to the lowest

standard pressure level (highest altitude) where enough

profiles are available. Thus, bias correction profiles are

calculated to a minimum pressure level of 10hPa. For

radiosondes that reach lower pressures, Tradowsky

(2016) describes how the bias correction is extended up-

ward for the use in a forecast impact study.

5. Summary and conclusions

A method to estimate the RS temperature bias based

on a double-differencing approach of RS and RO

FIG. 3. Mean RO Tdry departures (blue), mean RS temperature departures (pink), and bias correction (RO

O-B2RS O-B; green) at the example site in Germany for different SEA ranges: (a) high, (b) low, (c) dusk/dawn,

and (d) night. The horizontal cyan line indicates the highest standard pressure level (lowest altitude) where at least

95% of the RO profiles are included. The error bars represent the SEs (sampling uncertainty) as calculated in Eqs.

(B2) and (B3). An estimate of the structural uncertainty is provided in Fig. 2.
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background departure statistics is presented, and the

bias corrections are shown for five carefully chosen

example sites.

First, RS departure statistics for a given site are cal-

culated as the mean difference between the RS tem-

perature and the NWP system background temperature.

Similarly, the RO Tdry departure statistics, including all

profiles within 500 km of the launch site, are calculated

from the BA departures with a linear retrieval algo-

rithm. Then, the difference between the RO and RS

departure statistics (RO O-B 2 RS O-B) estimates the

temperature bias correction to be applied to RS tem-

perature profiles, thereby using the ROmeasurement as

an unbiased reference. In this method, the NWP fields

serve as a transfer medium, and this reduces the errors

caused by imperfect collocation. The approach is based

on the assumption that the bias in the NWP system does

not vary within the vicinity radius of 500km. As com-

pared with the assumption of a nonvarying atmosphere,

which is implicitly used for direct observation-to-

observation collocations, this assumption leads to rela-

tively small SDs. The double-differencing technique has

two further advantages: (i) model humidity information

allows the determination of the lowest level where RO

Tdry can be used; and (ii) it is possible to use a TL retrieval

of Tdry departures from BA departures, which reduces

the sensitivity to a priori information.

In contrast to the nonlinear calculation of Tdry pro-

files from BA profiles, the TL version calculates Tdry

departures from BA departures. As the aim is to use

model background information from the same vertical

range for both observation types, BAs are used from the

lowest sufficiently dry level in the atmosphere to an

impact height of 35 km. The BA departures above 35km

are set to zero, which limits the influence of a priori in-

formation andmodel biases at higher levels. The applied

cutoff is comparable to an extreme case of statistical

optimization, which uses 100% measured/forward-

modeled BA values below 35km and 100% climato-

logical BA above 35km in both the measured and the

forward-modeled profiles. As the mean Tdry departures

and their covariances depend on the choice of upper

impact height cutoff (which is similar to how the con-

ventional RO retrieval depends on the weighting in the

statistical optimization), a detailed investigation of the

cutoff is shown in appendix B.

In theory, a positive RS temperature bias is expected

during daytime from solar radiation, while the emission

of radiation by the RS can cause a negative bias during

nighttime. Most RS manufacturers account for these

FIG. 4. As in Fig. 3, but for the example site in western Russia.
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biases in the ground station software and disseminate a

corrected RS profile. Such corrected profiles are ana-

lyzed here, which might explain why the sign of the bias

does not always agree with the expectation based on

theory. This is especially clear for the analyzed Russian

upper-air sites where the temperature bias tends to be

negative for all SEA ranges and can exceed 22K at

10 hPa.

Depending on the station, the RS type, and the SEA,

the magnitude of the bias varies. For some stations, the

estimated temperature bias stays below 60.5K

throughout the whole profile, while it exceeds 62K at

others stations. An increase of the bias with increasing

altitude is found for many stations, especially those that

show large biases. Sites launching the Vaisala RS92

sonde, which is often used as reference (see, e.g., Agustí-
Panareda et al. 2009), tend to show a small negative bias

in the lower levels and a positive bias in the highest level

during daytime and a slightly negative bias at most levels

during nighttime. The bias is calculated for each upper-

air site separately, and differences in the bias charac-

teristic occur even if the same sonde type is launched, as

was also found by Milan and Haimberger (2015). This

can be caused, for example, by different versions of the

vendor software. As described in Ingleby and Edwards

(2015) and in section 2a, the bias correction is not fully

independent of theNWP system, as the TEMPencoding–

decoding and the temperature conversion introduces a

cold bias for RS in the Met Office NWP system.

The technique presented here provides the basis for

developing bias corrections for all operational RS sta-

tions (see Tradowsky 2016), which will then be applied

in a forecast impact study using the Met Office global

NWP system. Within the forecast impact study, for each

observed RS profile, the bias correction for the corre-

sponding site and SEA would be interpolated onto the

observation levels. The interpolated bias correction can

then be added to the observed temperatures prior to

assimilation. The bias corrections described here are

only available in the stratosphere down to an altitude

where humidity starts to become significant. Tradowsky

(2016) describes how the bias correction below this al-

titude is reduced smoothly to a Met Office specific de-

fault value in the preparation of a forecast impact study.

The method presented here can also be used to in-

vestigate how the reference-quality RS profiles from the

Global Climate Observing System Reference Upper-

Air Network (GRUAN; Global Climate Observing

System 2007) compare to RO measurements (see

Tradowsky 2016).

FIG. 5. As in Fig. 3, but for the example site in eastern Russia.
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In operational weather forecasts, the method pre-

sented here could be used to calculate the bias cor-

rections on a regular basis. It could replace the

Hawson correction (Hawson and Caton 1961) that is

currently applied for some RS stations in the Met

Office NWP system. The correction of RS tempera-

tures prior to assimilation should serve the need for

consistent measurements to anchor NWP models.

Anchor measurements are not bias corrected as part of

the data assimilation cycle, and Eyre (2016) shows the

importance of having a sufficient number of observations

to anchor the system. There are two aspects of anchoring

measurements within the scope of NWP; that is, they

provide the mean anchor to which the mean analysis is

pulled, and they provide local anchors. Using the pro-

posed method, the mean anchor is provided by the mean

FIG. 6. As in Fig. 3, but for the example site in Indonesia.

FIG. 7. As in Fig. 3, but for the example site in Antarctica.
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RO observations to which the mean RS temperatures,

averaged over all stations, are corrected. The local an-

chor, however, is provided by both the RO and RS ob-

servations. Enhancing the consistency between the

observation types that anchor the temperature in a data

assimilation system has the potential to improve the

NWP skill, and further investigation will evaluate the

performance of the proposed method.
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APPENDIX A

Performance of the Tdry Calculation

Since the model BA is calculated from the model

variables as described in Burrows et al. (2014), it is

possible to test the performance of the nonlinear Tdry

calculation by comparing one model background tem-

perature profile with the Tdry profile retrieved from the

associated forward-modeled BA profile. If the assump-

tions in the forward (temperature to BA) and inverse

(BA to temperature) calculations were identical, the

differences of model temperature and model Tdry

would be negligible in the dry atmosphere. But, because

of differing assumptions, differences that vary with al-

titude are expected.

FigureA1 shows one typical profile of the background

temperature (blue) and the Tdry (pink) retrieved from

the associated background BA profile in the vicinity of

the German example site (see Table 1). The profiles

comprise pressure levels with negligible humidity, as

determined following section 3c. Temperature differ-

ences of about 5K around 1hPa occur with decreasing

magnitude toward lower altitudes (,2K at 10 hPa).

The differences are caused by different assumptions in the

forward and inverse calculations, especially about the

variation of the quantities between levels [cf. Burrows

et al. (2014) with section 3a] and above the highest level. In

this project, the BA is assumed to fall exponentially with

altitude above the uppermost observation in the Tdry re-

trieval (which is equivalent with the assumption of an

isothermal atmosphere above an impact height of 60km).

The highest level Tdry is plotted at a slightly too-high

dry pressure compared to the model pressure, which is

caused by different assumptions in the calculation of

pressure in the model and Tdry calculations. Otherwise,

the top-level Tdry agrees well with the background

temperature, emphasizing the value of initializing the

hydrostatic integration at the highest level with the

model temperature as described in section 3b. Although

some differences in themodel temperature and Tdry are

present, resulting from differences in the assumptions, it

can be concluded that the nonlinear Tdry calculation as

described in section 3 and further discussed in Burrows

and Healy (2016) performs well.

APPENDIX B

Analysis of Sensitivity to the Upper Cutoff Height

a. Tdry departure covariance matrices for different
upper cutoff impact heights

The method presented here uses a double-

differencing approach that relies on the assumption of

a constant model bias within the separation distance of

the RO and RS measurements. Therefore, the profile

of BA departures in the approximate altitude range of

FIG. A1. Background temperature (blue) and Tdry (pink) for

one individual profile from around the German example site. Tdry

is calculated from the background BA using the nonlinear Tdry

calculation.
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the RS departures must be propagated into Tdry de-

partures, thus using model background information

within the same altitude range for both observation

types. The BA departures above the approximate burst

altitude of RSs are set to zero to achieve this. To ensure

an optimal choice of this upper cutoff impact height and

to understand the effect of setting high-level departure

values to zero, the respective covariance matrices are

analyzed here. An estimate of the population covariance

using a finite sample can be calculated with Eq. (B1),

where x and y are variables, x and y are the sample

means, and n is the sample size:

Cov(x, y)5
�
n

i51

(x2 x)(y2 y)

n2 1
. (B1)

The departure covariance is first calculated in BA space

and is then propagated through the TL Tdry calculation

to derive the Tdry departure covariances CTdry as

CTdry 5 KCaK
T, where K is the linear Tdry operator in

matrix form, Ca is the covariance matrix of BA de-

partures, and CTdry is the inferred covariance matrix of

Tdry departures. The diagonal elements of the co-

variance matrix are the variances (squared SDs), while

the nondiagonal elements indicate the covariation of the

Tdry departures at one level with those at other levels.

Figure B1 shows the Tdry departure covariance ma-

trices calculated from different subsamples of the BA

departure profile (i.e., different upper cutoff impact

heights). The color scale suits a cutoff at 35km, which

leads to saturation of the color for the panels with higher

impact height cutoffs. The variances and covariances in-

crease as the cutoff impact height is raised (from Fig. B1a

to Fig. B1f) and a large influence is caused by setting the

highest BA departure value to zero (cf. Fig. B1e with

Fig. B1f). The sensitivity to the BA at the highest obser-

vation level is caused by arbitrary assumptions about the

behavior of the BAs above the measured profile. The

sensitivity to other BAs close to the top is mainly caused

by noisy BA departures at high altitudes, which poten-

tially contain significant biases from the NWP back-

grounds. The Tdry departures at each level depend on the

refractivity departures at all levels above, and each of

these refractivity departures depend on allBAdepartures

above. This causes the sensitivity to the (potentially large)

BA departures at the top of the original profile; see also

section 3a. Decreasing the upper cutoff impact height di-

minishes this dependence on the uppermost departures

and therewith reduces the variance and covariance.

Using the TL Tdry calculation enables us to calculate

the Tdry departures from a subset of BA departures,

while the nonlinear version would not allow this flexi-

bility. Since RSs only reach pressure levels of about

10 hPa, the influence of the NWP system and a priori

information from altitudes above 10hPa should be

minimized. While a cutoff at 25 or 30 km is too low to

allow comparisons to be made at 10 hPa, the impact

FIG. B1. Tdry departure covariance matrices for different upper cutoff impact heights; example site in western

Russia. Color scale for temperature squared (K2) is adjusted to a cutoff at an impact height of 35 km, which means

that the colors are saturated for the higher cutoffs (they reach values of ’36K2).
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height of 35km appears to be a good choice as variance

and covariance are low and, importantly, these statistics

are not significantly sensitive to small changes in the

cutoff impact height at around 35km (see also Burrows

and Healy 2016). Therefore, the subset of the BA de-

partures below the impact height of 35km is used in this

study, and the BA departures at higher levels are set to

zero. The influence caused by choosing an upper cutoff is

comparable to the impact of the choice for a high-level

initialization (i.e., choice of climatology and smoothing)

in the conventional retrieval chain based on statistical

optimization (seeHo et al. 2009, 2012; Steiner et al. 2013).

The nonlinear Tdry calculation would, at all but the

lowest levels, be highly dependent on the uppermost

BAs and lead to large SDs, which reach up to ’7K at

the upper-air sites shown in Table 1 (figures not shown

here). Setting the highest BA departure to zero at the

least halves the SD at the 10-hPa level, and further re-

ducing the cutoff impact height decreases the SD as the

Jacobians are unable to propagate information from

noisy high-level BA departures downward. Given a

cutoff of 35 km, the SD remains under 1K for most

example stations and at most levels. Reducing the SD

(s) positively affects the SE calculated as

SE5s/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(n2 1)

p
. (B2)

The SE indicates the quality of the estimation of the

mean. Knowing the SE of the bias correction is impor-

tant to decide whether a bias correction is needed. The

SE of the bias correction is calculated following Burns

and Dobson (1981), as

SE
bias_correction

5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2
RO

n
RO

2 1
1

s2
RS

n
RS

2 1

s
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SE2

RO 1 SE2
RS

q
.

(B3)

b. Dependence on the cutoff impact height

To understand the strong dependence of the Tdry

departures to the cutoff impact height, Fig. B2 shows the

different steps in the TL Tdry calculation: BA de-

partures (Fig. B2a), inferred refractivity departures (Fig.

B2b), inferred dry pressure departures (Fig. B2c), and

inferred Tdry departures (Fig. B2d). The variables are

plotted for a cutoff impact height of 55 km (pink) and no

cutoff (blue).

Above 55km, the BA departures without cutoff are

higher than those with cutoff at 55 km (Fig. B2a), which

FIG. B2. The different steps in TLTdry calculation for no cutoff (blue) and 55 km cutoff (pink), German example

site. (a) The BA departures, (b) the inferred (TL) refractivity departures, (c) the inferred (TL) dry pressure de-

partures, and (d) the inferred (TL) Tdry departures.
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leads to a systematic difference in the TL refractivity

departures dNno cut-off (Fig. B2b) calculated as

dN 5 Ada. The pressure departure profile in Fig. B2c,

which is calculated as the sumof the top-level pressure and

the integral of the refractivity as described in section 3b,

has a systematic difference of dPno cut-off . dP55km. No-

tably, the differences in refractivity and pressure are

present farther down into the atmosphere than the dif-

ferences in BA departures. Thus, a change in the upper

cutoff impact height results in a different Tdry departure

at all levels as can be seen in Fig. B2d.

How differences in the highest-level BA departures

propagate farther down into the atmosphere can be il-

lustrated with the Jacobian matrix of Tdry with respect to

the BA [Burrows and Healy (2016) additionally show the

Jacobian matrices of refractivity and pressure with re-

spect to the BA]. Figure B3 shows a subset of three typ-

ical Tdry Jacobians. Each Jacobian shows a sharp spike at

the pressure level corresponding to the impact height

level of the Tdry retrievals (19, 29, and 39km); that is,

Tdry at a certain pressure level is highly sensitive to the

BA at the same pressure level and those just above. The

sharpness of this spike is a feature of the Abel integral

transform. However, the Tdry is also influenced by BAs

higher up in the atmosphere and especially by the highest

BA, as the long tail in the Jacobians (a feature of the

hydrostatic integration in the Tdry computation) and the

spike at the highest level demonstrate.

c. Optimization of high-level BAs

In the conventional RO retrieval, the RO BAs are

blended with a smooth a priori profile using optimization

techniques. In general, the statistical optimization pro-

cessing step can be written in a matrix/vector form as

a
smooth

5a
clim

1K(a
RO

2a
clim

) , (B4)

where asmooth, aclim, and aRO are the vectors of opti-

mized, climatological (a priori), and observed BA pro-

files, respectively, and K is the gain matrix. The gain

matrix can bewritten asK5B(B1R)21, whereR andB

are the assumed covariance matrices for the observed

and climatological BA profiles, respectively. These

matrices are often assumed to be diagonal, and typically,

the observation error statistics are;2 microradians, and

the climatological errors are written as a scalar (;0.1)

times the simulated BA value. This formulation

ensures a smooth transition from observation to the

climatological model in the upper stratosphere.

The smoothed RO and model BAs, which are plotted

in Fig. 1, are calculated using a simplified smoothing as

aROsmooth
5 wt � aRO 1 (1 2 wt) � aclim, where the weight

wt is calculated as wt5s2
clim/(s

2
clim 1s2

RO). The assumed

observation error is set to sRO5 2microradians, and the

error in the climatology is assumed to be (for two ex-

ample cases) sclim5 0.01aclim (violet dash–dotted line in

Fig. 1) and sclim 5 0.1aclim (red dash–dotted line in

Fig. 1). With typically used values of climatological BAs

at an impact height of 55 km (’10 microradians) and an

assumed 10% error on the climatology, the weight

would be 0.2, which means that, at 55 km, the RO

observation provides 20% of the information and the

climatology 80%. Therefore, themethod presented here

does not neglect much more observational information

than other more conventional approaches.
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