This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING

Is There Really a Closure Gap Between
183.31-GHz Satellite Passive Microwave and
In Situ Radiosonde Water Vapor Measurements?

Oleksandr Bobryshev™, Stefan A. Buehler, Viju O. John, Manfred Brath, and Héléne Brogniez

Abstract— We present a new closure study between radiosonde
and microwave satellite humidity measurements. The radiosonde
data are from the Global Climate Observing System Reference
Upper-Air Network. The satellite data are from the radiome-
ters: MHS, Advanced Technology Microwave Sounder, and
Sondeur Atmosphérique du Profil d’Humidité Intertropicale par
Radiométrie. Like previous studies, we find the satellite data to
be ‘“colder” than simulated radiosonde data. But the mean bias
value (0.4 K) is smaller than previously reported and, according
to our analysis, not significant. The error budget suggests an
uncertainty of 0.52-1.06 K. We also show that the improvement in
closure can be attributed to improvements in the intercomparison
methodology.

Index Terms— Humidity measurement, microwave measure-
ments, remote sensing.

I. INTRODUCTION

PERATIONAL satellite measurements at the water

vapor (WV) absorption line centered at 183.31 GHz
(hereinafter referred as the WV-line) started in 1991 with
the advent of the Special Sensor Microwave/Temperature-2
radiometer onboard the Defense Meteorological Satellite Pro-
gram (DMSP-F11) satellite [1]. Currently, there are several
sensors which have channels at the WV-line, such as Advanced
Microwave Sounding Unit-B (AMSU-B), Microwave Humid-
ity Sounding, Special Sensor Microwave Imager/Sounder, and
Sondeur Atmosphérique du Profil d’Humidité Intertropicale
par Radiométrie (SAPHIR). There will be a continuation
of these measurements at least up to 2043 with programs
like the Joint Polar Satellite System Advanced Technol-
ogy Microwave Sounder (ATMS) radiometer, the European
Microwave Sounder radiometer onboard Metop Second Gen-
eration (Metop-SG-A) and the Ice Cloud Imager radiometer
onboard Metop-SG-B, or the Chinese Microwave Humidity
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Sounder (MWHS-3) radiometer. These radiometers measure
the intensity of the radiation in different frequencies around
the center of the WV-line, which allows the WV profile to be
derived [2].

The data from these instruments are often compared with
in situ measurements for quality evaluation. Recently, two
independent studies, in [3] and [4], have found a significant
disagreement between radiosonde in sifu measurements and
the satellite measurements. On average, the satellite data
appeared to be “colder” than the radiosonde-based simu-
lated satellite data (the difference expressed in the brightness
temperature 7). These studies also found the disagreement
to increase with the distance of the channel position from
the WV-line center. As discussed in [5], it seems unlikely
that this behavior is simply due to miscalibration of the
radiometers or the radiosondes. Hence, this closure gap, this
disagreement between the different methods to measure tro-
pospheric humidity, questions our fundamental understanding
of the atmosphere and the measurement systems and the way
we compare them.

This paper is a follow-up to the works of [3] and [4]. We aim
to check the existence of the systematic difference between
radiosonde and satellite data, the result found in the above-
mentioned papers. We use a longer up-to-date data set and
put special focus on the setup of the comparison.

In situ radiosonde and remote satellite measurements cannot
be compared directly because of their different natures and the
different measurement scales. One of the common methods
to compare these two measurements is to use the radiosonde
profile as an input for a radiative transfer model (RTM) and
then compare the output of the RTM with the satellite data,
both expressed in units of brightness temperature (7g) [6].
Another aspect of this comparison is that the radiosonde
provides in situ measurements of the troposphere, and the
obtained vertical profile of the atmosphere is treated as a
point measurement at the certain location. On the other hand,
satellites provide area measurements, one MHS pixel at nadir
representing a disk of 16 km in diameter. The problem of such
a comparison is the spatial scale of the measurements. Small-
scale inhomogeneities, on the kiolometer scale and smaller,
can influence the measurement, and there is no way to com-
pensate for these effects. For example, the satellite may sense
cloudy sky, but the radiosonde may ascend through the clear
part of the scene. The different durations of the measurements,
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parts of a second for satellite, and hours for radiosonde also
add complexity to the comparison. The common approach,
also used in this paper, is to look for cases when satellite
and radiosonde measurements occurred sufficiently close in
time, so-called collocations or matchups, so that they measured
the “same” atmosphere. Normally several hundred to several
thousand matchups are used in this type of comparison. The
remaining paper is organized as follows: the methodology and
the data sets used are described in Section II. Section III
presents our results, as well as a discussion of the differences
to those from [3] and [4]. We also present the error model of
the comparison with assessment of individual contributions.
In Section IV, we draw up the conclusions of this paper.

II. METHOD AND DATA
A. Methodology

As described in Section I, we feed radiosonde data into an
RTM to generate simulated satellite observations. From each
radiosonde record, we use the vertical profiles of pressure,
temperature, altitude, and WV mixing ratio [6]. Reference [7]
showed that neglecting O3 data when doing simulations for
the microwave region leads to a systematic error of up to
0.5 K for some frequencies. The analysis showed that monthly
mean climatological ozone profiles are sufficient to account
for the effect of these lines on AMSU-B radiances. Therefore,
for all the radiosonde profiles, we add the climatological
ozone profiles from the Fast Atmospheric Signature Code
(FASCODE) atmospheric data set [8].

Before comparing the two measurements, we select the
cases when radiosonde and satellite measurements occurred
sufficiently close in time and space. We require the difference
in time between the satellite overpass and the radiosonde
launching time to be within 3 h. We use two filters to
insure the stability of the WV field: radiosonde horizontal
drift during the ascent and the weighting of the individual
collocations based on the inverse of the standard deviation
squared of the satellite Ty inside the “target area.” These are
described in detail later in this section. The next complication
is how to compare point measurements (radiosondes) with
area measurements (satellite). We compare one radiosonde-
simulated Tp with the averaged satellite 7p obtained in the
“target area.” The target area is a circle with 50-km radius
around the radiosonde launching point, which contain all the
satellite pixels (in this paper, it is 5-20 pixels). We calculate
the radiosonde-simulated 7p for the average viewing angle of
all satellite pixels inside the “target area” to account for the
limb effect in the satellite data. This methodology was first
suggested and described in detail in [6].

In this paper, we introduce additional steps to the methodol-
ogy that are unique for this paper. The first step is the filtering
of the radiosonde data in order to reduce the variability caused
by the horizontal inhomogeneity of the atmosphere. We select
only radiosonde profiles with a drift from the launching
position less than 15 km based on the GPS-data. The second
step is to filter all the matchups where one or both of the
measurements, the satellite or the radiosonde, include a cloud
signal. For this purpose, we use the Cloud Mask Product
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(CMA) data from the Spinning Enhanced Visible Infra-Red
Imager (SEVIRI) instrument onboard the Meteosat Second
Generation (MSG) geostationary satellite [9]. The CMA is
based on the infrared (IR) measurements which are more
sensitive than microwave-based cloud detection. Still in some
cases, low- and middle-level clouds can be undetected [10].
The third step is to give higher weight to the matchups that
we have higher confidence in. The measure for the weighting
is the inverse of the standard deviation squared of the satellite
Tp inside the “target area.” We assign specific weight to each
specific matchup. A high standard deviation corresponds to the
heterogeneous state of the “target area,” whereas low standard
deviation corresponds to the homogeneous scene, with similar
satellite 7p. The matchups with smaller standard deviation
have higher weight, when computing the mean value of the
bias. This step was already introduced in [6, Sec. 3.5], but we
put this step among the additional steps to highlight its impor-
tance. The fourth step is to use more accurate radiosonde input
data from the reference quality Global Climate Observing
System Reference Upper-Air Network (GRUAN) radiosonde
network and a bigger number of satellite data. The input data
as well as the RTM, used to simulate satellite measurements,
are presented in detail in Section II-B.

Major Differences From Previous Studies: Two earlier stud-
ies [3], [4] came to the conclusion that there is indeed a closure
gap between the radiosondes and the satellites. These studies
were set up quite similar to ours, in that they identify matchups
between the radiosonde launch and a “target area” in the
satellite data. Like us, they used some cloud filtering. Major
differences between this paper and these previous studies are
utilization of different radiosounding data, cloud identification
techniques, and the methodology for selecting the ‘“valid”
matchups for the analysis. First, we use the GRUAN-processed
radiosonde data, whereas they used a mix of the Vaisala
processed and the National Center for Atmospheric Research
(NCAR) corrected radiosonde data (the NCAR correction is
the same as the GRUAN correction). Second, we do the
cloud identification based on IR satellite data, as described
in Section II-A, whereas they did cloud identification based
on the radiosonde relative humidity measurement and Tp
difference between microwave channels. Third, in contrast to
the earlier studies, we weight individual matchups based on
the inverse of the standard deviation squared of the Tp among
the pixels in the “target area.” We examine in detail the effect
of these differences in Section III.

B. Data

The GRUAN operates under the joint governance of Global
Climate Observing System and the World Meteorological
Organization [11]. It aims to be the ground-based network for
reference observations of upper-air climate parameters. There
are strict quality criteria for the selected stations. Every station
must use the same pre- and postlaunch controls, use the same
type of radiosondes, provide extensive and complete metadata
for each launch, use well-documented correction algorithms,
and have vertically resolved measurement uncertainties.
In this paper, we utilize the “RS92 GRUAN Data Product
(Version 2).” We consider data from five stations: two in the
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TABLE I

SUMMARY OF RADIOSOUNDING STATIONS USED IN THIS PAPER: LOCATIONS OF THE STATION, NUMBER OF SATELLITE-RADIOSONDE MATCHUPS, AND
TIME COVERAGE WHEN THEY OCCUR. ALL THE DATA PRESENTED AFTER ALL FILTERS ARE APPLIED. THE GRUAN-PROCESSED RADIOSONDE
DATA FOR THE TROPICAL STATIONS MANUS AND NAURU ARE AVAILABLE ONLY FOR YEARS 2011-2014 AND 2011-2013, RESPECTIVELY

Station Location \ # of collocations & time range

Lat Lon | MHS ATMS SAPHIR
Lindenberg, Germany 52.210 14.129 1575  (2009-2015) 369  (2012-2015)
Lamont, OK, USA 36.600 —97.490 824  (2009-2015) 199  (2012-2015)
Manus —2.06° 147.420 232 (2011-2014) 45 (2011-2014) 84  (2011-2014)
Nauru —0.520 166.92° 101 (2011-2013) 23 (2011-2013) 56  (2011-2013)
Barrow, AK, USA 71.320 —156.61° 273 (2009-2015) 70 (2012-2015)
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Fig. 1.  The brightness temperatures simulated for the frequency range
centered around the WV absorption line centered at the 183.31 GHz
(black dotted line). FASCODE midlatitude summer atmosphere [8] served
the input profile for the simulation. The boxes show the width and positions
of the channels of passive microwave sensors MHS (green), ATMS (orange),
and SAPHIR (violet).

tropics, two in the midlatitudes, and one in the subpolar region.
The exact position of the radiosonde stations, the number of
spatial-temporal radiosonde-satellite collocations used in this
paper, and the time range are summarized in Table 1.

Among the satellite measurements in this paper, we utilize
data from three types of radiometer, with sounding channels
at the WV-line. An overview of all the instrument channels as
well as the absorption line is presented in Fig. 1. The following
radiometers and products were used in this paper: MHS level
1B data (raw counts format) converted using the AAPPv7 pro-
gram [12] to level 1C (Tp); SAPHIR level 1A2 data (Tp); and
ATMS Sensor Data Record (ATMS-SDR, Tp) data. We took
the MHS and ATMS data from the National Oceanic and
Atmospheric Administration (NOAA) Comprehensive Large
Array-Data Stewardship System (CLASS) Archive, and we
took the SAPHIR data from the ICARE Data and Services
Center.

The first radiometer is the Microwave Humidity Sounder
(MHS). It is mounted on four operational meteorological
satellites. We use the data from three of them: the polar-
orbiting USA satellite NOAA-18 and the European satellites
Meteorological operational satellite (MetOp-A) and MetOp-B
[European Organisation for the Exploitation of Meteorological
Satellites (EUMETSAT)]. MHS samples in three channels near
the WV-line (183+£1.0, 183+3.0, and 190 GHz) have a swath
width of approximately 2300 km with a scan angle of +49.44°

around nadir, sampling 90 contiguous pixels. This scan pattern
and geometric resolution translate to a 17-km diameter pixel
at nadir [13]. MHS radiometer onboard NOAA-19 has a high
level of noise at Channel 3 (183 1.0 GHz) [14], thus we did
not use the data from this instrument.

The second radiometer is the SAPHIR. It is mounted on the
Megha-Tropiques satellite mission, which is operated jointly
by the space agencies of India and France. SAPHIR samples in
six channels near the WV-line (183+0.2, 183+1.1, 183+2.7,
183 £4.2, 183 £ 6.6, and 183 &+ 11.0 GHz) have a swath
width of about 1700 km with a scan angle 4+42.96° around
nadir, sampling 130 contiguous pixels. The pixel size at nadir
is 10 km in diameter [15], [16].

The third instrument is the ATMS. It is mounted on the
USA polar satellite Suomi National Polar-orbiting Partnership.
ATMS samples in five channels near the WV-line (183 &+ 1.0,
183+ 1.8, 183 +3.0, 183 4.5, and 183 £+ 7.0 GHz) have a
swath width of 2300 km with a scan angle of +52.73°, and
a 16 km in diameter pixel at nadir [17].

C. Radiative Transfer Model

The Atmospheric Radiative Transfer Simulator (ARTS) is
a free, open-source software package, primarily designed for
thermal radiative transfer simulations. It is a line-by-line
RTM capable of simulating in any observational geometry
and mimicking radiometer characteristics [18], [19]. Inputs to
ARTS are the profiles of pressure, temperature, and absorb-
ing species. We used the radiosonde measurements as input
supplemented with climatological O3 data. Absorbing species
are HyO, Oy, O3z, and Nj. Volume mixing ratios of Oj
and N> are taken constant at 0.2095 and 0.7808 throughout
the profile. The line shape for all the absorbing species is
Voigt—Kuntz [20] with van Vleck and Huber forefactor [21].
The spectral line parameters are taken from the High Resolu-
tion Transmission (HITRAN-2012) catalog, with one notable
exception. For the WV-line, the self- and air broadened
width parameters and the temperature exponents are taken
according to the recommendations of [22]. Also, for H,O,
O3, and N», we use the MT_CKD-252 continuum model [23].
The surface is treated specularly with a constant emissivity
of 0.95. Clearsky conditions are assumed for all calculations.
To simulate the real sensors, ARTS uses a sensor model
for each radiometer with the precise characteristics, such as
sideband frequencies [24]. ARTS performs a series of mono-
chromatic calculations inside the defined bands; first lower and
upper bands are averaged internally; then, to get the channel
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Fig. 2. Mean Tp difference between the satellite and the radiosonde on one
side of the WV-line for all combinations of the radiosonde stations and satellite
radiometers for different satellite channels. For simplicity, only one side of
the absorption line is shown. Detailed description is in Section II-B. Specific
radiometers are represented by the different marker types. The radiosounding
stations are represented by different colors. The red and the green lines show
the mean T values for all the satellite-radiosonde collocations of MHS and
ATMS radiometers. The gray line presents the Tg difference as found in [3]
for the day and night collocations, using 25 adjacent pixels (Table 4 in the
publication). The exact values of the weighted mean, used to create this plot,
and weighted standard deviation are given in the Supplementary Material.

average, the lower and upper mean values are averaged.
ARTS performs simulations for the monochromatic pencil-
beam intensity (or radiances). The simulated monochromatic
intensities are converted to brightness temperatures according
to the inverse Planck function. In Figs. 2 and 3, for simplicity,
we show just one side of the WV-line. The values for the
satellite 7p are calculated for both upper and lower passbands.

III. RESULTS AND DISCUSSION

Fig. 2 shows the results of the closure study for the five
radiometers and the five radiosonde stations. The matchup
results for different MHS radiometers, installed on different
satellite platforms (NOAA-19, MetOp-A, and MetOp-B), are
presented separately, because there are known to exist small
intersatellite biases [25]. The color of the markers indicates
the radiosonde station and the marker type indicates the
radiometer. For example, the “green star” at 184 GHz shows
the weighted mean difference between the satellite and the
radiosonde-simulated T’z for the 369 collocations that occurred
from 2012 to 2015 for the radiosonde station Lindenberg and
radiometer ATMS. The Tp difference is obtained using the
weighted mean, as described in Section II. The red and green
dashed lines present the mean value for all radiosounding
stations and the MHS and ATMS radiometers, respectively.
The errorbars show the 95% confidence interval based on the
number of matchups.

As seen in Fig. 2, we find no significant closure gap: the
radiosonde and the satellite measurements of WV agree within
the measurement uncertainty limits. These limits are discussed
later in this section. We find a systematic cold bias, the mean
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Fig. 3. Influence of the steps made differently in this paper compared
with the studies of [3] and [4]: methodology of comparing the satellite
measurements with radiosonde measurements, more specifically the influence
of the radiosonde data processing GRUAN and Vaisala; the effect of the
IR cloud filter, compared with the microwave-based cloud filters; assigning
different weights to individual collocations according to the inverse of the
standard deviation squared of the satellite 7p inside the “target area.” The
brown line is the mean value for all radiosounding stations for the SAPHIR
radiometer. The gray dashed line presents the 7Ty difference as found in [3],
the same as Fig. 2. Radiosonde-satellite pair data used to estimate the effects:
1) of the GRUAN-processing: Manus and SAPHIR; 2) the IR cloud filter:
Lindenberg, MHS, and ATMS (these radiometers do not sample at the
frequencies of SAPHIR channels 1, 3 and 6, thus no estimate of the IR
cloud filter effect); 3) the methodology: Manus, Nauru, and SAPHIR. For
simplicity, only one side of the absorption line is shown. Detailed description
is in Section II-B.

value for all the radiometers, of 0.42 K, but it is not enough
to be significant.

The gray dashed line in Fig. 3 shows the results for the
matchups between the radiosonde-simulated and the SAPHIR
Tp from [3] ([4] obtained similar results in his study). The
brown solid line is the corresponding averaged Tp difference
obtained according to our methodology. We concentrate on
this instrument separately, because it has the most channels
around the WV-line and the spectral shape of the difference is
the clearest. As seen in Fig. 3, our results differ significantly,
especially for the outer channels. In order to identify the fac-
tors contributing to this difference, we carried out a sensitivity
study. It takes into account a “reference” calculation, which
includes all our processing steps, and “altered” calculations,
which are executed by altering one parameter at a time. The
parameters investigated are the radiosonde data processing
type, the cloud filtering, and the methodology of comparison.

First, we investigate the influence of the improved GRUAN
radiosonde data processing technique, we use for this paper,
compared with the Vaisala data processing technique used
in [3] and [4]. We use the approximations of the Vaisala-
processed radiosonde profiles, according to [26, Fig. 17]. This
figure shows that the difference between Vaisala and GRUAN
processing increases with altitude. The data used to compute
the effect are for the radiosonde-satellite pair: Manus and
SAPHIR. Thus, the average effect of the radiosonde data
processing type for the innermost channel is 1.0 K and it
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goes down to 0.6 K for the outermost channel (blue arrows
in Fig. 3).

Second, we look into the method of cloud detection in
either of the measurements (the radiosonde or the satellite).
As described in Section II, the previous studies used tech-
niques based on the radiosonde relative humidity data and T
differences between the channels (a method developed in [27]).
Here, we use IR data from the SEVIRI instrument onboard
MSG satellite. Because of the position of the MSG satellite,
we can assess the impact of the IR cloud filter only for the
Lindenberg station and the MHS and ATMS radiometers. MHS
and ATMS radiometers have less channels than SAPHIR, that
is why in Fig. 3, there is no estimate of the IR cloud filter
effect for SAPHIR channels 1, 3, and 6. The average effect of
the change in cloud filter is 0.04 K for the innermost channel
and 0.40 K for the outermost channel (green arrows in Fig. 3).
As the first, this second effect goes in the right direction for
explaining the difference between this paper and the earlier
ones.

Third, we analyze the impact of the different weightings for
individual matchups, as part of the methodology of the com-
parison. The measure for the weighting is the inverse of the
standard deviation squared of the satellite T inside the “target
area.” The effect of the weighting is 0.20 K for the innermost
channel and 1.36 K for the outermost channel (orange arrows
in Fig. 3). The data used to compute the effect is for two
radiosonde-satellite pairs: Manus, Nauru, and SAPHIR. Even
this effect goes in the same direction. In fact, for the outermost
channels, it alone explains the difference between the different
studies. If all the three considered effects would add up
linearly, they would actually somewhat overcompensate the
observed study differences. However, the radiative transfer is
nonlinear, and moreover, some of the considered effects are
not fully independent: for example, inhomogeneity (effect 3)
is strongly correlated with cloudiness (effect 2). The overall
conclusion from this sensitivity study is that the difference of
our results to the previous studies can be well explained by
the improvements in methodology.

Let us now return to the remaining closure gap between
the radiosonde and the satellites. According to our analysis
(Fig. 2), the mean value of the gap is 0.42 K. Although not
statistically significant, as we will show later in the paragraph,
the satellites do appear to be systematically colder in 7Tp and
therefore moister than the radiosonde-based RTM simulations.
We investigate the error budget for the satellite radiosonde
difference to determine the effect of the main sources of error.
The error budget has four parts: the radiosonde, the RT model,
the satellite, and the collocation error. The results are shown
in Table II and discussed in the following.

To estimate the real bias of the radiosonde, one has to
compare its measurements with a more precise measurement
system. Here, we use the frost point hygrometers, as in [26].
This paper found the mean error of the radiosonding data to
be 10% of the WV volume mixing ratio for temperatures below
240 K. Taking this as an estimate of the uncertainty in the
radiosondes due to systematic effects, we can map it to an
uncertainty of 0.40 K for the innermost channel and of 0.10 K
for the outermost channel in the error budget.

TABLE II

SYSTEMATIC ERROR BUDGET FOR THE SATELLITE
RADIOSONDE DIFFERENCE

Uncertainty range
Radiosonde 0.10-0.40 K
RT model 0.35-0.60 K
Satellite 0.38-0.77 K
Overall 0.52-1.06 K

I'The overall error budget was cal-
culated as the square root of a sum
of squares of all the parts of the
uncertainties of the radiosonde, RT
model and satellite.

The core of the RT model is the calculation of the absorption
coefficient of the gasses. Precise spectroscopic data are needed
for this calculation, among which the most important ones are
the line strength, the "air" or "foreign" broadening and the
continuum parameters. The spectroscopic parameters that we
choose are very close to the ones recommended in [28] in
a recent overview article, with a Tp difference amounting to
only 0.01-0.05 K. Although the agreement is good, there is an
uncertainty associated with the above-mentioned parameters.
To estimate the effect of uncertainty of the spectroscopic data,
we perturbed them with our estimate of their uncertainty:
+2% for the line intensity, +5% for the "foreign" or "air"
broadening, and +25% for the continuum. Such perturbations
results in the error amounting to: 0.19-0.17 K for the line
intensity, 0.01-0.30 K for the continuum for the innermost and
the outermost channels, respectively. Also the uncertainty in
the oxygen models (ARTS standard setup and [29]) influences
the simulations for the WV-line, with an effect of 0.29-0.45 K
for the innermost and the outermost channels, respectively. The
estimated effect of the spectroscopy on the agreement, calcu-
lated as the square root of the sum of squares of individual
components, is 0.35-0.60 K).

Preflight-tests and in-orbit performance evaluation give an
estimation of the accuracy of the satellite data. The radiometric
accuracy for the radiometers used in this paper is as follows:
for ATMS 0.34-0.68 K [30], for SAPHIR 0.54-1.44 K [3], for
MHS-NOAA-18 0.4-0.6 K, for MHS-MetOp-A 0.4-0.75 K,
and for MHS-MetOp-B 0.25-0.35 K (Imke Hans, personal
communication). The numbers are given for the outermost
and innermost WV-channels, respectively. Another source of
uncertainty is the spectral response of the radiometers and its
representation in the RTM. The exact shape of the spectral
response is more important when the spectrum changes, like
in the vicinity of the absorption lines, and more so when
the shape of the absorption line is not ideally symmetric
and the upper and lower passbands sense slightly different
values. The default parameter for the spectral response in
RTM is rectangular: all the frequencies within the passband
have the same weight during averaging. We conducted a
sensitivity study to check the influence of the nonrectangular
spectral response. The effect is 0.05-0.15 K for the outermost
and innermost WV-channels, respectively (not shown in this
paper). Based on the MHS sensitivity study, we can conclude
that this effect is very small. On average, the effect of the
satellite data on the agreement is 0.38-0.77 K.
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The last term in the budget, the systematic error due to the
imperfect collocation of the radiosonde and the satellite and
the different spatial sampling, is more difficult to assess than
the first three. There clearly is a large random error associated
with this; in fact, this dominates the error for individual
collocations, but we here assume that these errors average out
and that the residual bias is zero.

The total combined effects of the three terms quantified
previously are calculated as the square root of the sum of
squares of individual components (Table II). All the above-
mentioned factors amount to a bias of 0.52-1.06 K. This
confirms the robustness of our conclusion: the satellite and the
radiosonde measurements agree within the uncertainty limits.

However, one closure puzzle in the WV-line area
remains: as discussed in [5, Fig. 2], assimilation residuals
(so-called “observed minus simulated” difference) from
numerical weather prediction models at the European Center
for Medium-Range Weather Forecasts and Météo France also
show a cold bias of the observations far from the line center
of approximately 1-2 K. We have not investigated this issue
here, but it would certainly be worthwhile to do so.

IV. CONCLUSION

In contrast to [3], [4], and [5], we find no significant closure
gap between the satellite measurements at the WV-line and the
radiosonde measurements. According to our analysis, the mean
value of the gap is 0.42 K. The satellite measurements do
appear to be systematically colder Tp-wise and therefore
moister than the radiosonde-based RTM simulations, but the
two agree within the measurement and methodology uncer-
tainty (0.52-1.06 K). The sensitivity study suggests that the
gap found in [3] and [4] is most likely caused by a combination
of the radiosonde bias, residual cloud contamination, and
atmospheric inhomogeneity.
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